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Chapter 1

Introduction

High energy physics offers the possibility to study strongly interacting matter in
extreme temperature and barionic density conditions similar to those found in the
very early Universe or in the neutron stars. Studying the hot dense matter generated
in hadron colliders is the best method to study in the laboratory the Equation Of
State of the strongly interacting matter. The Large Hadron Collider, at CERN,
is the man-made particle accelerator with the highest energy per nucleon presently
available. Particle accelerators allow us the have a glimpse of the early universe.
The high temperatures reached in heavy ion collisions at LHC are similar to those
characterizing the universe only microseconds after the Big Bang as shown in Figure
1.1.

The work presented in thesis focuses on data obtained with the ALICE exper-
imental setup, one of the four major experiments at LHC, at 7 TeV. ALICE is
dedicated to heavy ion collisions with high particle multiplicities and low interac-
tion rates. The Inner Tracking System and the Time Projection Chamber of the
experiment allow the study in the low transverse momentum range ( & 0.15 GeV/c).
Accessing this low pT region enables a more accurate study of the spectra shape and
evaluation of the mean transverse momentum based on data rather than on theo-
retical extrapolations.

Theoretical predictions and experimental results indicate that at high temper-
atures, as found in the systems formed during hadronic collisions, the deconfine-
ment of hadronic matter takes place. In this deconfined state, partons may develop
a hydrodynamical behaviour leading to collective phenomena. The system evolu-
tion in the heavy ion collisions is well described by hydrodynamic models [Huovi-
nen2006], [Gale2013]. Later developments in the hydrodynamic approach take into
account the non-uniformity of the energy density distribution in the transverse plane
generated by the nucleon distribution in the colliding nuclei. In order to better un-
derstand the hot spot (high energy density region) dynamical evolution, the proton-
proton collisions are studied. The chapter dedicated to the theoretical motivation
presents several arguments why the high multiplicity azimuthally isotropic proton-
proton events are the focus of the present thesis.

A transition from hadronic matter to a deconfined state was suggested by Hage-
dorn [Hagedorn1971]. Quantum Chromo-Dynamics - QCD - predicts a transition
from barionic to a deconfined phase at a critical temperature of ≈ 170 MeV. While
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Introduction

Figure 1.1: Phase space diagram of strongly interacting matter.

the experimental conditions for obtaining a deconfined state in high energy physics
are available, the properties of the new phase of matter are not yet understood.

Glauber simulations show that, in a heavy ion collision, hot spots with high
energy densities are created. Understanding the processes involved in proton-proton
collisions will help clarify the more complicated phenomena in heavy ion collisions.
High energy densities can be created in p-p collisions by multi-parton interactions
producing events with high particle multiplicities. Such events are comparable with
the corona region of the heavy ion collisions where the incoming partons from the
two colliding nuclei have a large probability to suffer an interaction. Therefore,
collective phenomena specific to the heavy ion collisions are more probable to be
found in high multiplicity p-p events.

One method used for collectivity studies relies on the transverse momentum
spectra. The shape and the mean value of this spectra could indicate a common
expansion velocity of the deconfined matter. Such an expansion could be falsely
exhibited by the presence of hard jets. Therefore, selecting events without jets
is mandatory in collectivity studies. The analysis presented in this thesis investi-
gates the transverse momentum spectra of charged particles at high multiplicities
for events obtained with the ALICE experimental setup at CERN. The transverse
momentum spectra have two regions, traditionally called “soft” and “hard”. The
present analysis focuses on soft phenomena. Therefore, the first step was to evaluate
if the two components could be separated by using several event shapes observables.
The hard component is generally represented by jets which are emissions of high
energy particles confined in a narrow cone and is well described by the perturbative
Quantum Chromo-Dynamics. On the other hand, the soft part of the spectrum
is represented by low transverse momentum particles and is described phenomeno-
logically. The two components are not clearly separated and the energy range is
overlapping. In the same event one can find both hard and soft processes and the
way these two components interact is not trivial to describe.
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In this thesis, the soft/hard separation is done based on the jets property of being
confined in a narrow region of space, while the soft particle emission is azimuthally
isotropic. Several event shape observables are investigated due to their property of
evaluating the energy distribution in the event. Sphericity, thrust, directivity and
transverse modified Fox-Wolfram moments were the event shape observables used
for event topology characterization. Their event selection capabilities are studied
using Pythia 8 simulations and specially designed toy models.

The thesis is structured in eight chapters. The first chapter discusses general
aspects of the physics motivation for the present studies. The second chapter de-
scribes the theoretical and previous experimental results that motivated the analysis
presented in this thesis.

At the beginning of Chapter 3, a short presentation of the Large Hadron Collider
is made, followed by a description of the ALICE experimental setup, focused on the
detectors used in the analysis presented in this thesis. The chapter ends with a
general description of the analysis framework developed for the ALICE experiment.

Chapter 4 presents the details of the analysis. Data selection criteria based on
the acquisition period, trigger and pileup probability are described along with the
event and track cuts used. Two multiplicity estimators are also discussed and their
performance evaluated.

The first part of the analysis, focused on the event shape observables - ESO - used
to separate azimuthally isotropic events, is presented in Chapter 5. In the literature
there are many event shape observables defined, but not all are a priori well suited
for the purposes of the present analysis. Sphericity, thrust, directivity and transverse
modified Fox-Wolfram moments were selected and evaluated in the present thesis.
Their event selection capabilities are studied as a function of the multiplicity. The
selection performance is tested on real events, but also on Pythia Monte Carlo
simulations and toy model events. A model was developed to investigate what is
the effect of event selection based on ESO.

Chapter 6 is dedicated to the tracking and acceptance efficiency corrections due
to the detectors performance and on secondary particle contaminations from weak
decays and material interactions. Systematic uncertainties are considered and eval-
uated for the effects that have the largest contribution.

The fully corrected transverse momentum spectra are shown in Chapter 7. The
invariant yield for minimum bias is presented, followed by the multiplicity dependent
spectra of charged particles. The chapter ends with the pT spectra obtained for all
the events shape cuts in all the multiplicity bins. A shape variation from low to
high multiplicity events is evidenced. Event shape cuts in each multiplicity bin
are applied and the corresponding spectra show a clear shape difference between
the events labeled as azimuthally isotropic and non-isotropic. The difference is
present for all the event shape observables used. The mean transverse momentum
was evaluated from the spectra using several fit functions, Levy-Tsallis, Bylinkin
and Boltzmann blast wave. The minimum bias value is compared with the CMS
results. Boltzmann blast wave fit results for the high multiplicity events selected as
azimuthally isotropic with the Fox-Wolfram moments are compared with the results
from the Pb-Pb data from ALICE in terms of freeze-out temperature and mean
transverse velocity.
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The chapter dedicated to the conclusions summarizes the thesis and discusses
the perspectives of the analysis.

Results of the present analysis have been included in seven ALICE internal notes.
The results presented in this thesis are not yet ALICE official results. Therefore,
they are labeled as ”This thesis”.
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Chapter 2

Theoretical overview

“It is a capital mistake to theorize before one has data.
Insensibly one begins to twist fact to suit theories,

instead of theories to suit facts.”
Arthur Conan Doyle

In this chapter the main theoretical aspects that motivated the work conducted
within this thesis are presented. A comparison between the heavy ion and proton-
proton collisions is made. Arguments for the study of high multiplicity events are
discussed in the context of hydrodynamical formalism. The use of event shape ob-
servables is motivated by comparing the hard and soft components from experiments
at lower energies.

During high energy collisions of p+p, p+A or A+A, a high energy density is
produced in the initial phase, characterized by very high temperatures. The in-
trinsic scale of QCD being ΛQCD ∼200 MeV, it is expected that a QCD phase
transition to a matter formed by freely interacting quarks and gluons takes place
at such high temperatures (≈ 170 MeV, e.g. [Karsch2000]). The estimated lifetime
of the de-confined bulk of matter is of the order of fm/c. The dynamics of this
piece of deconfined matter, in the case of heavy ion collisions is rather successfully
described by phenomenological models using the hydrodynamic approach [Huovi-
nen2006], [Gale2013]. Applying hydrodynamic methods in proton-proton collisions
is not a priori allowed. The system size at freeze-out is estimated from HBT studies.

In recent studies, the hydrodynamic approach takes into account the initial
state non-uniformities generated by the nucleon distribution in the colliding nu-
clei [Schenke2012], [Alver2010]. These non-uniformities are estimated using the
Glauber model. In Figure 2.1 an example of Glauber calculation for a central Au-
Au collision at 200 AGeV shows large energy density variation across the transverse
plane. A random distribution of hot spots rather than a homogeneous distribution
within a large area seems to be characteristic of the initial state of the collision.
High energy densities are found in the central region of the collision called ”core”.
The region with low energy density is called ”corona” and it corresponds mostly
to nucleon-nucleon collisions where the nucleon density is relatively small. The
interplay between the core and corona regions depends on the collision geometry.
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Peripheral collisions have a larger contribution from the corona region while for
central and ultra-central collisions the core becomes more important.

In p+p collisions at LHC energy, high multiplicity events with nearly azimuthal
isotropy could originate from an initial state with similar properties as those of the
hot spots mentioned above, populated in A+A or in p+A collisions. Therefore, it is
rather natural to study in detail the properties and dynamics of matter produced in
high multiplicity and nearly isotropic events in p+p collisions in order to understand
the phenomena taking place in p+A and A+A collisions where a large piece of de-
confined matter, if it is produced, is the result of dynamics and fusion of the hot
spots

Figure 2.1: Initial energy density estimation in a central Au-Au collision. On the
z axis, the energy density is represented. The calculation was performed based on
the Glauber model [Schenke2012].

2.1 Proton-proton collisions

Studies of proton-proton collisions began at the Intersecting Storage Rings - IRS
(CERN) [Alner1985] and continued at the Super Proton Synchrotron - SPS [An-
sorge1986], Tevatron [Alexopoulos1993] and, more recently, at the Large Hadron
Collider - LHC [LHC]. The transverse momentum spectra of the particles produced
in proton-proton collisions have been studied using the statistical model introduced
by Fermi in 1951 [Fermi1951]. The results from the ISR confirmed the trend of
the mean transverse momentum as function of incident energy predicted by models
based on statistical equilibrium [Alner1985].

The main characteristic of the mean transverse momentum for different species
is the constant slope as a function of center of mass energy (

√
s). This is plotted
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in Figure 2.2 for energies below 100 GeV. Later studies, performed by the E735
Collaboration for energies up to 1800 GeV, showed a clear deviation from the linear
extrapolation based on previous results from ISR (the last four points on Figure 2.2).
The slope of the mean transverse momentum was found to be particle dependent
and clearly deviating from the trend at lower energies. Such a trend cannot be
explained by using thermal models.

Figure 2.2: Mean transverse momentum as a function of
√
s. The results at 300,

450, 1000 and 1800 GeV are reported by E735 Collaboration [Alexopoulos1993].

Previous collectivity studies in p-p collisions (see Figure 2.3) demonstrated that
the temperature remains almost constant while the transverse velocity increases with
the center of mass energy [Kagiama1989].

2.2 Multi-parton interactions

In hadron-hadron collisions, multiple (independent) pairs of constituent partons may
interact. This is called multi-parton interactions - MPI [Bartalini2011]. A schematic
view of a double parton interaction is depicted in Figure 2.4.

Since each parton caries a fraction of the incident energy, MPI will generate
higher energy densities in the colliding region. Therefore, more particles can be
produces during the process. This allows the development of MPI studies based on
multiplicity distribution [Walker2004].

In heavy ion collisions, MPI are highly probable, especially in the region with
high nucleon density. The reason is that in a high partonic density medium like

7
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Figure 2.3: Mean transverse momentum as a function of incident energy for pions
(circles) and kaons (triangles). Calculations for solid lines include collective ex-
pansion. Dashed line is the theoretical prediction without transverse velocity [Ka-
giama1989].
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the one found in heavy ion collisions, each parton has a better chance to encounter
another parton from the other nuclei. The Glauber model [Glauber1959] [Bro-
niowski2009] predicts the existence of a ”core” region with a large number of partic-
ipating nucleons. In this region it is reasonable to assume that most of the partons
from the colliding nucleons are participants in the sense that partons from the nu-
cleons of one nucleus interact with partons from the nucleons of the other nucleus.

Multi parton interactions in the core region of heavy ion collisions generate large
number of particles. This is an indication that the comparison of heavy ion and
proton-proton data must be done using the results obtained for proton-proton events
with large number of produced particles.

Estimations for multiple partonic interactions are plotted in Figure 2.5 as a
function of incident energy. The contribution of double and triple parton-parton
interaction increases with the

√
s. Therefore, many parton-parton scatterings are

highly probable to occur in each event at LHC.

Multi-parton interactions create the conditions for enhanced particle production.
This allows the development of methods aiming to investigate the multi-parton
interactions using the multiplicity distribution [Walker2004].

The mean free path of partons inside the deconfined matter is essential in defining
the properties of the matter created in a collision. Both thermal and hydrodynamical
descriptions used in high energy physics are conditioned by the number of collisions
suffered by the system constituents. This number depends on the value of the mean
free path of the partons: λ = 1/ρσ, where ρ is the medium density and σ is the total
cross section of the parton-medium interaction. Phenomenological models were able
to reproduce flow observables at RHIC energy estimate a mean free path (λ) in
central collisions of the order of 0.3 - 0.35 fm [Lacey2009].

Figure 2.4: Schematic view of a double parton-parton interaction. Picture from
[Sjöstrand2004].

The mean free path depends also on the density of the medium. The highest
medium density is achieved in high multiplicity events. Under the assumption that
Bjorken’s formula for the estimation of the energy density can be used for proton-
proton collisions, one can evaluate the energy density as a function of multiplicity
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Figure 2.5: Multi-parton cross section as a function of collision energy. σ1, σ2 and σ3

represent the cross section for one, two and three multiplarton interactions. Picture
from [Walker2004]. Quality of the picture has been enhanced for clarity.

[Bjorken1983]:

εBj =
1

τA

dET
dy

=
1

τA

dN

dy
< mT > (2.1)

where, τ is the formation time, estimated at less than 1fm/c. ET and mT are
the transverse energy and mass, respectively. dN/dy is the multiplicity per unit of
rapidity. In the geometrical approach, A is considered equal to the inelastic cross
section.

The multiplicity per unit rapidity in high multiplicity events can reach values up
to ≈ 50 (for events with 80 particles in |η| < 0.8).

The value obtained for εBj · τ in high multiplicity events is similar with its value
for Pb+Pb central collisions at 2.76 TeV.

At high multiplicities, the mean transverse momentum is higher than for low mul-
tiplicity events (see Figure 2.7). This indicates that additional energy is pumped
into the system during the collision where more particles are produced. Therefore,
in high multiplicity events, the number of collisions suffered by the partonic con-
stituents could be sufficiently high for thermal equilibrium of highly compressed
de-confined matter to be reached and a hydrodynamical description of its expan-
sion becomes applicable. These arguments motivated the investigation of collective
phenomena in high multiplicity proton-proton events.

10
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2.3 Relativistic hydrodynamics

The hydrodynamical approach in heavy ion collisions was first suggested by Landau
[Landau1953], [Landau1955]. Hydrodynamics can be applied in thermalized systems
where the mean free path is relatively small in comparison with the size of the
system. The constituents must suffer a high number of collisions while inside the
considered region. The probability to find a thermalized system in p-p collisions is
higher for the events with high density of partonic constituents. These events will
produce a high number of particles detected by the experiments. Therefore, high
multiplicity events are the best candidate for studies of collective type phenomena
in proton-proton collisions at LHC.

The necessary conditions for hydrodynamic evolution are reached only if the
constituents suffer re-scattering processes after the initial multi-parton interactions.
Without re-scatterings, the MPI are basically reduced to two (or three) independent
single partonic interactions. Until now, there is no complete theoretical description
able to estimate the number of re-scatterings during the p-p collisions.

2.4 Relativistic thermodynamics

Thermalization requires a relatively high number of collisions between the con-
stituents. The partons from the deconfined matter created in proton-proton col-
lisions may suffer several rescatterings before hadronization takes place. After
hadronization, particles interactions are inelastic, and the particle ratios are modi-
fied. The moment when inelastic collisions stop is called chemical freeze-out. The
kinematic (thermal) freeze-out occurs when the elastic interactions between the
hadrons stop. This is what is measured by detectors.

A thermalized source at rest radiates particles with the following invariant mo-
mentum distribution:

E
d3N

dp3
=

dN

pTdpTdφdy
=

gV

(2π)3
Ee−(E−µ)/T (2.2)

The mean transverse momentum is given by [Hagedorn1971]:

< pT >=
√
πmT/2

K5/2(m/T )

K2(m/T )
(2.3)

2.5 Soft physics observables

Parton-parton interactions are usually labeled as ”hard” or ”soft” depending on
the momentum transfer [Ansari1987], [Sjöstrand1987], [Wang1989]. The separation
between the two classes of events is not rigorously defined and the boundary is
specific to each analysis. There is no golden rule describing the recipe for a clear
soft/hard separation. The general used definition is that low transverse momentum
particles are specific to the ”soft” region. The soft region is regarded as the thermal
component of the spectrum.

11



Theoretical overview

The hard component is represented by the high energy parton-parton scatterings.
The signature of hard processes is the presence of jets (e.g. [Butterworth2012]). Jets
represent high energy particle emissions confined in a narrow region in the (η, ϕ)
plane. The soft component can also be defined as ”everything that is not part of a
jet”. This definition was introduced by the CDF Collaboration [Affolder2002] under
the label of ”underlying event”. An approach based on exclusion of jets is more or
less arbitrary, since it depends on the used jet finding algorithm.

In this thesis, a different approach, based on the event shape observables (ESO),
was tested. The event shape observables were introduced at much lower ener-
gies [Hanson1975] and are still used at LHC, at energies more than three orders
of magnitude higher. The event shape observables have been used extensively for
model tunning [Sjöstrand2008]. If proven to be efficient in hard/soft separation, the
event shape observables could allow a consistent comparison between experiments
operating at different energies.

Transverse momentum spectra of the soft and hard events separated using a clus-
ter finding algorithm [Acosta2002] reported by the CDF collaboration are displayed
in Figure 2.6. The results are obtained using proton-proton data at 630 GeV and
1800 GeV. The spectra in the two classes show different shapes for both energies
analyzed.

The mean transverse momentum as a function of the number of charged particles
is plotted in Figure 2.7. A multiplicity scaling can be observed only for the soft
component. Mixing the two classes will affect the shape of the reconstructed spectra
and the value of mean transverse momentum extracted from the spectra. Both these
observables are sensible to the underlying dynamics of the colliding system.

Figure 2.6: Transverse momentum in ”soft” (left panel) and ”hard” (right panel)
events obtained by the CDF collaboration [Acosta2002]. Two energies are shown:
630GeV (full symbols) and 1800GeV (empty symbols).

There is no clear separation of the two regions and definitions are rather adapted
to the particular case of each analysis. While low pT values are regarded as ”soft” and

12
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Figure 2.7: Mean transverse momentum in ”soft” (left panel) and ”hard” (right
panel) events obtained by the CDF collaboration [Acosta2002] at 630 GeV (full
symbols) and 1800 GeV (empty symbols). Multiplicity scaling can be observed only
for the soft events.

high momenta is characteristic to the ”hard” component, there is also an overlapping
region between the two. One approach used for soft region separation is a cut in
the highest transverse momentum of each event. Typically, the value used is pcutT <
2 GeV/c [ALICE2012b]. A low pT cut eliminates all the high energy jets but it
may also reject events with particle momenta allowed by the thermal distribution
characteristic to the soft region.

The hard pT region is well described by perturbative QCD (review in [Ster-
man2004]). On the other hand, no theory is able to describe the soft region micro-
scopically. A phenomenological approach is more suitable in this case.

In this thesis, a rather different approach was used to discriminate the soft region.
It is based on the jets (and minijets) property of being rather well collimated in a
narrow region on space [Hanson1975]. On the other hand, soft particle emission
in high multiplicity events, if they originate from a thermal equilibrated source, is
azimuthally isotropic, since it does not have a preferential direction for the generated
particles.

The azimuthal anisotropy property, that led to the discovery of the jets [Han-
son1975], is used in this analysis to reject jetty events. The isotropy of the event can
be estimated by using event shape observables. The reason why ESO were chosen
to be investigated in this thesis is that they reflect the global characteristics of the
collision.

All the jet finding algorithms use a set of parameters tuned for each analysis
and depend on the incident energy [Cacciari2011]. The algorithm used by the CDF
[Acosta2002] was initially implemented in this analysis for a direct comparison.
It was found that it is not well adapted to the physics recorded by the ALICE
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experiment. At sufficiently high multiplicities, all the events were labeled as hard
due to the very low threshold in the cone finding algorithm. Therefore, the analysis
focused on the selection capabilities of several event shape observables that were
used for a broad energy range.

Furthermore, soft and hard components may also interact. This is an argument
in favor of eliminating the events with jets from the data sample instead of analyzing
the underlying event.

2.6 Collective phenomena in high energy colli-

sions

In a broad definition, collectivity is defined as a space-momentum correlation be-
tween collision products. In this sense, one can argue that jets may also be labeled
as collective since a large number of particles are emitted preferentially in a small
region of space. As a spatial collectivity, jets can mimic elliptic flow in heavy ion
collisions. They can also introduce a boost in the transverse momentum spectra in
this way producing a pT spectra like a thermal distribution on top of a collective
motion. Jets are not, in general, considered as collective phenomena because collec-
tivity is regarded as characteristic to the soft region. Therefore, jets contribution
have to be eliminated in collectivity studies. The present analysis investigates how
jets can be eliminated from the data sample with the help of event shape observables
and their values characteristic for events close to azimuthal isotropy.

The definition of collectivity can also be formulated in a hydrodynamical context.
If the thermalized region where particles are emitted from is at rest, the particle pT
distribution will be described by the thermal models. If that region expands with a
global velocity, all particle velocities will be shifted accordingly. In the high energy
physics, the common velocity originates in the expansion process. This is called
”flow” in analogy with the classical hydrodynamic case. Particles in a liquid have
a thermal velocity distribution. If the liquid is moving, the velocity distribution
suffers a shift.

A common velocity boost is translated into a transverse momentum spectra,
modification characteristic to each particle species, as each particle is influenced by
the collective boost according to its mass. Heavier particles’ momentum is more
affected due to the higher mass. This differential pattern modifies the shape of the
spectra and consequently, the mean transverse momentum. A similar trend can be
seen in Figure 2.2.

There are indications that the matter created in heavy ion collisions expands like
the early Universe according to Hubble law (i.e. vr ∝ r). This is a strong motivation
for the study of collective phenomena in high energy physics.

Femtoscopy studies bring more arguments in favor of the multiplicity scaling
[ALICE2011]. The correlation function shows a global multiplicity scaling over a
CM collision energy range of almost one order of magnitude as can be seen in
Figure 2.8. Here, kT = |~pT,1 + ~pT,2|/2 and q is equal to |~pi − ~pj|. C0

0 , C0
2 and C2

2

characterize the tree-dimensional structure of the colliding region. All three show a
scaling pattern as a function of multiplicity.
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The same paper concludes that the system size is growing with multiplicity. This
may be an indication for the collective expansion of (at least) the systems where
more particles are produced [Bozek2010], [Werner2011]. Nonetheless, jets may also
have a contribution [Paic2005].

Figure 2.8: Moments of the spherical decomposition of correlation functions for
events with 12 < Nch < 16 with 0.3 < kT < 0.4 GeV/c. Collisions at 0.9 TeV are
plotted with open simbols; the closed symbols are used for 7 TeV collisions. Figure
from [ALICE2011].

Models that predict collectivity signals are described in the subsection 2.8.

2.7 Blast Wave models

Particles seen in the detector are created in the hadronization process. If the re-
gion which the particles are emitted from is characterized by a common velocity
as discussed in section 2.6, the spectra will be modified differently for each particle
species.
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2.7.1 Cooper-Frye formalism

The system created in heavy ion collisions is unstable and undergoes an expan-
sion due to pressure gradients. As the expansion takes place, the distance between
particles grows larger than the mean free path and particles stop interacting. Chem-
ical freeze-out is the moment when inelastic interactions between particles stop and
the hadronic composition remains constant. Thermal freeze-out takes place when
the elastic collisions are no longer possible. Particle spectra in the hydrodynamic
approach are described by the Cooper-Frye formalism introduced in [Cooper1974].

The momentum distribution of the emitted particles is given by the formula:

E
dN

d3p
= C

∫
Σ

f(p · u)pµdΣµ (2.4)

where dΣµ is the element of the freeze-out hypersurface. pµ and uµ are the particle
four-momentum and fluid four-velocity, respectively. The function f is the parti-
cle distribution function at freeze-out. It depends only on the scalar product of
four-momentum p and four-velocity u. The final particle distribution found in the
detector is given by the exact expression of f . Freeze-out is usually considered to
take place at a critical temperature Tfo. Various freeze-out parameterizations are
described in [Florkowski2010].

2.7.2 Boltzmann-Gibbs blast-wave

The first formula for a thermalized radially expanding system was given by Siemens
and Rasmussen [Siemens1979].

1

pT

dN

dpT
∝
∫ R

0

rdrmT I0

(
pT sinhρ

Tkin

)
K1

(
mT coshρ

Tkin

)
(2.5)

Here, ρ represents the velocity profile between the integration limits:

ρ = tanh−1βT = tanh−1
[( r
R

)n
βS

]
(2.6)

where, mT =
√
p2
T +m2 is the transverse mass, m is the mass of the particle species

considered. I0 and K1 are modified Bessel functions of first and second kind, re-
spectively. R is the size of the system, βT is the parametrization of the transverse
expansion velocity. βS is the transverse velocity at the freeze-out surface. The ve-
locity profile is defined by n. The temperature Tkin represents the temperature at
kinetic (thermal) freeze-out. As the system created in the collision expands, it cools
down. The temperature found with Boltzmann blast wave fits of experimental trans-
verse momentum distributions (≈ 110MeV ) is lower than the temperature found
with thermal models (≈ 160MeV ). The blast-wave models give a good description
of heavy ion collisions [Schnedermann1993].

2.7.3 Tsallis blast wave

The use of Boltzmann-Gibbs statistics is based on the assumption that the system
formed during the collision reaches extensive thermal equilibrium. This assumption
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may not be true for short lived systems created in p-p collisions.
Tsallis non-extensive statistics was introduced in 1988 [Tsallis1988] as a general-

ization of the Boltzmann statistics. Tsallis statistics requires only local equilibrium.
The generalization is obtained by defining the entropy as:

Sq ≡ k
1−

∑W
i=1 p

q
i

q − 1
(2.7)

Tsallis distribution introduces a new parameter, q > 1, called the non-extensive
parameter. pi is the probability that the system is found in i -th micro-state. At the
limit q → 1, the Boltzmann-Gibbs statistics is recovered [Tsallis1988].

When the Tsallis statistics is used for the freeze-out parameterization, the fol-
lowing blast-wave formula is obtained for the transverse momentum spectra:

dN

mTdmT

∝ mT

∫ +Y

−Y
cosh(y)dy

∫ +π

−π
dφ

∫ R

0

rdr(1 +
q − 1

T
(mT cosh(y)cosh(ρ)−

pT sinh(ρ)cos(φ)))−
1

q−1

(2.8)

Here Y represents the rapidity. The mean transverse velocity can be analytically
calculated from the velocity profile: < β >= 2

2+n
βS.

The q parameter can be interpreted as the degree of non-equilibrium of the sys-
tem created in the collision. Another interpretation of the q parameter is given
in [Beck2002], [Wilk2009] under the assumption that global thermalization is im-
probable and the system cannot be described by a single temperature. By allowing
the temperature to fluctuate, the system can be characterized by the mean temper-
ature < T > and another parameter describing the temperature fluctuations. The
authors show that:

q = 1 +
V ar(T )

< T >2
(2.9)

Equation 2.9 gives a physical interpretation of the non-equilibrium parameter.
When thermal equilibrium is achieved temperature fluctuations are small, and q →
1, the Boltzmann-Gibbs statistics is recovered.

The Tsallis distribution is extensively used in recent high energy physics [Abelev2007],
[Adare2011], [Aad2011], [Khachatryan2010], [Chatrchyan2011], [Aamodt2010], [Wong2012],
[Claymans2012].

2.8 Model predictions

Several Monte Carlo models used in high energy physics implement the features
needed for collective behaviour in proton-proton collisions at 7 TeV. Here, EPOS
and Pythia 8 are mentioned. Both models, with the right tunning, manage to
reproduce the mean pT as a function of multiplicity [Pierog2013].
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2.8.1 EPOS

The EPOS (Energy conserving quantum mechanical multiple scattering approach,
based on Partons (parton ladders) Off-shell remnants, and Splitting of parton lad-
ders) model [Pierog2013] based on Gribov-Regge theory [Gribov1983], [Dreascher2001]
reproduces features in the p-p collisions although it was developed for heavy ion col-
lisions and cosmic ray studies [Pierog2013]. The two colliding hadrons interact by
exchanging a ”parton ladder” (see Figure 2.9). There are two regions produced dur-
ing the collisions. There is one region with a low parton density and another region
with a high density of string segments. This two regions are called corona and core,
respectively (like in the Glauber formalism terminology). The EPOS model predicts
that the core region exhibits similar dynamics in proton-proton collisions as the core
from the heavy ion collisions, including the collective effects.

Figure 2.9: Parton ladder mechanism for elementary hadron interaction in EPOS
LHC model (left panel). Space time evolution of a hadronic interaction in EPOS
(right panel). Pictures from [Pierog2013].

2.8.2 Pythia 8

Pythia 8 includes multi-parton interactions [Sjöstrand2008] and parton re-scatterings.
The tunes of Pythia 8 based on results from LHC reproduce the trend in mean pt [].

A recent paper, [Ortiz2013], argues that the collective type phenomena observed
in the mean transverse momentum as a function of multiplicity could have a non-
hydrodynamic origin. Using the Pythia 8 generator [Sjöstrand2008], the rising trend
in < pT > with multiplicity observed by the CMS collaboration at 7 TeV is repro-
duced only when the Color Reconnection (CR) is turned on (full symbols in Figure
2.10). Color reconnection, as defined in [Abbiendi2004], represents ”a rearrange-
ment of the underlying color structure of an event from its simplest configuration,
in which a color flux tube or string is stretched from a quark to an antiquark through
intermediate gluons in a manner such that string segments do not cross (a so-called
planar diagram [...]), to a more complex pattern in which some segments can either
cross or else appear as disconnected entities whose endpoints are gluons”. The x
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axis represents the mean multiplicity from each multiplicity bin normalized to the
minimum bias mean multiplicity. Authors claim that the freeze-out temperature
and the average transverse velocity extracted from blast-wave fits of the pion, kaon
and proton pT spectra are similar to the values obtained in heavy ion collisions as a
function of multiplicity.

Figure 2.10: Pion, kaon and proton mean transverse momentum vs. multiplicity in
Pythia 8 with and without color reconnection (full and, respectively, empty sym-
bols). Picture from [Ortiz2013].

The contribution of color reconnection is not yet understood. Color reconnection
is implemented in the current version of Pythia 8 in such a way that its effect
is stronger at lower energies. This was not observed in the experimental data.
Furthermore, the color reconnection is not limited to proton-proton collisions. What
is the effect of color reconnection in heavy ion collisions is not a trivial problem to
investigate. If color reconnection is present also in heavy ion collisions, at least a
part of the collectivity is not of hydrodynamical origin. This is yet to be understood
and studied in detail.

2.9 Discussion

Proton-proton collisions play a key role in understanding the phenomena taking
place inside heavy ion collisions. The hot spots of high energy density in the core
region of heavy ion collisions must be compared with high multiplicity p-p events
where multiple parton-parton interactions play an important role in the production
of regions with high energy densities.

In this chapter arguments motivating collectivity studies in proton-proton colli-
sions were discussed. Multi-parton interactions followed by partonic re-scatterings
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could justify the use of the hydrodynamical approach. High multiplicities of de-
tected particles are an indication of the high number of partons in the interacting
region. Multi-parton interactions followed by several re-scatterings create similar
conditions with those found in the core of heavy ion collisions where hydrodynamical
description reproduces the experimental results [Huovinen2006], [Gale2013]. Mul-
tiple partonic interactions are more likely to occur in high multiplicity events due
to high medium density and, therefore, the high multiplicity events are the best
candidates for collectivity studies in proton-proton collisions.

Jets were shown to interfere with collective phenomena signals. Investigations
of transverse momentum spectra and femtoscopy are strongly influenced by the
presence of jets. When collective phenomena are studied, the hard component of the
data sample must be eliminated. Therefore, a method capable of rejecting the events
containing jets is mandatory. In the present analysis the selection performance of
event shape observables is investigated (see section 5). The event shape observables
are computed using the transverse momentum of all the particles in the event. Space-
momentum correlations are also evidenced by the event shapes and this property is
used for the jet rejection.

The algorithm used by the CDF collaboration for soft/hard classification is very
simple to implement and the results from FermiLab could be extrapolated at LHC
energies. Unfortunately, this algorithm is not well suited for the p-p physics at LHC.
At CDF the multiplicity is relatively low in a pseudo-rapidity range (|η| < 1) slightly
larger than the range of the present analysis. The number of particles detected in the
ALICE experiment, in |η| < 0.8, can easily reach values at

√
s = 7 TeV more than 3

times larger then those available at CDF [ALICE2010]. At high multiplicities, in the
ALICE acceptance range, there is a very high probability that the CDF algorithm
will identify all the events as hard.

The results from CDF [Acosta2002] indicate a multiplicity scaling in terms of
transverse momentum spectra and, hence, of the mean transverse momentum for
the soft component at two different incident energies. Other studies also indicate
that the multiplicity measures the energy pumped into the system.

All this considerations motivated the investigation, in this thesis, of high multi-
plicity events selected as azimuthally isotropic by the event shape observables.
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Chapter 3

Experimental setup

3.1 The Large Hadron Collider

The Large Hadron Collider, operating at CERN near Geneva, is currently the largest
and most powerful particle accelerator ever built. The LHC accelerated protons
and lead ions at the highest energy ever achieved by human kind. A cascade of
accelerators are injecting the protons into the LHC where they are accelerated 8
TeV for the protons and 2.76 TeV per nucleon-pair for lead ions, energies achieved
in 2012. Protons accelerated at 7 TeV travel trough the beam pipe at more than
99.9999% the speed of light.

With a circumference of ∼ 27 km, it was built in the recycled LEP tunnel
under the Swiss-French border, at depths between 50 and 175 m. More than 1600
superconducting magnets cooled at −271.3◦C (colder than the outer space) are
bending each beam trajectory by generating a magnetic field of more than 8 T.
The accelerated particles are grouped in bunches traveling in opposite directions.
Particle interaction rate is related to the luminosity, defined for colliders as [PDG]:

L = f
n1n2

4πσxσy
(3.1)

where, f is the collision frequency, n1 and n2 are the number of particles in each
bunch and σx,y characterize the transverse beam sizes in the horizontal and vertical
directions.

At the moment the LHC is in a technical shutdown period for upgrade of the
beam energy up to the designed goal of

√
s = 14 TeV for proton-proton collisions

and
√
sNN = 5.5 TeV for lead-lead collisions.

In total, at the LHC there are seven experiments:

• A Large Ion Collider Experiment - ALICE

• A Toroidal LHC Apparatus - ATLAS

• Compact Muon Solenoid - CMS

• Large Hadron Collider beauty - LHCb

• Large Hadron Collider forward - LHCf
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Figure 3.1: Schematic view of the LHC accelerator system. Picture from [LHC].

• Monopole and Exotics Detector At the LHC - MoEDAL

• TOTal Elastic and diffractive cross section Measurement - TOTEM

The most remarkable achievement of the LHC scientific program is the discovery
of the Higgs boson announced by the ATLAS and CMS experiments [CMS2012],
[ATLAS2012].

3.2 ALICE experimental setup

In the continuous quest of observing nuclear matter under extreme conditions, the
experiments keep growing in complexity due to the identification capabilities re-
quired for the signals searched are less and less distinguishable from the noise.
ALICE (A Large Ion Collider Experiment) is a heavy ion dedicated experiment
at CERN [ALICE2004], [ALICE2008]. Designed to study the physics of strongly
interacting matter and the Quark Gluon Plasma in heavy-ion collisions at LHC, the
ALICE experiment must fulfill extreme requirements in order to identify rare signals
originating in the interaction zone. This complex experimental setup designed for
Pb-Pb collisions at energies of up to 5.5 TeV/nucleon includes multiple sub-detectors
with various and sometime overlapping roles in the detection and identification of
emerging particles. Being a general oriented experiment, ALICE will detect particles
around mid-rapidity using the so-called Central Barrel built inside the L3 magnet,
at high rapidities with the “forward” detectors including a muon arm and will de-
tect the spectator fragments using zero degree calorimeters. Photons emerging from
collision will be measured by the Photon Spectrometer detector located under the
central barrel. ALICE also includes a cosmic ray trigger.
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Figure 3.2: Schematic view of the ALICE experimental setup.

3.2.1 Central Barrel Detectors

This section will present the central barrel detectors used in present studies in terms
of physics requirements, geometrical description, functioning principles, and physical
performances. The detectors described here are:

• ITS - Inner Tracking System

• TPC - Time Projection Chamber

3.2.2 Inner Tracking System

The closest detector to the beam pipe and therefore, to the interaction zone, is the
Inner Tracking System (ITS) exemplified in Figure 3.3. The ITS is made out of six
layers grouped in three major sub-detector systems: Silicon Pixel Detectors (SPD),
Silicon Drift Detectors (SDD) and Silicon Strip Detectors (SSD) [ALICE1999]. The
geometry of the ITS is optimized in order to cover the |η| < 0.9 range in pseudo-
rapidity, to get as close as possible to the beam pipe and also to the inner radius of
the TPC. The tasks of the ITS are [ALICE2004]:

• to localize the primary vertex with a resolution better than 100 µm; For estab-
lishing the geometry of the event a good vertex resolution is needed. Also the
primary particle identification can be done with better accuracy if the primary
vertex is reconstructed with an increased efficiency.

• to reconstruct the secondary vertices from decays of hyperons and D and B
mesons. The momentum resolution is a key component in short lived par-
ticles reconstruction and the study of their properties like mass and width.
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The resolution of the reconstructed mass must be comparable, if not better,
than the natural width of the resonances to observe possible changes of their
parameters. Mass measurements for heavy-flavour states with better resolu-
tion improves the signal-to-background ratio in the study of heavy-quarkonia
suppression, such as J/ψ and Υ.

• to track and identify particles with momentum below 100 MeV. Charged par-
ticles with low momenta will have a high specific energy loss and also their
trajectories will be strongly curved by the magnetic field and therefore only
the ITS will detect them having an essential contribution to multiplicity mea-
surements and reconstruction of inclusive particle spectra.

• to improve the momentum and angle resolution for the high-pT particles which
also traverse the TPC; The longer the trajectory the better the momentum
resolution. ITS has a high granularity which means that tracks can be indi-
vidually identified improving the tracking quality.

• to reconstruct, although with limited momentum resolution, particles travers-
ing dead regions of the TPC. It is most important to get as close as possible
to a 4π detector geometry increasing the total acceptance.

Figure 3.3: Schematic view of the ALICE Inner Tracking System.

Silicon Pixel Detectors

The estimations of particle yield predict up to 8000 tracks per unit of rapidity which
is equivalent in the very proximity of the interaction zone to a density of tracks of
about 80 particles/cm2. As a consequence, the geometry of the two innermost sili-
con detectors is based on a pixel structure. A particle interacting with a silicon cell
will loose energy according to the Bethe-Bloch formula and will be localized by the
cell dimensions: 50 µm(rϕ)× 425 µm(z) in a two dimensional matrix with 200 µm
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sensitive volume thickness and a total of 9.8 × 106 cells. The SPD design imple-
ments several specific solutions to minimize the material budget due to the resulting
background for other detectors. The average material traversed by a straight track
perpendicular to the detector surface is ≈ 1%X0 per layer.

Silicon Drift Detectors

The Silicon Drift Detectors - SDD represent the two intermediate layers of the ITS.
The detection principle allows good multi-track performance and also will provide
two of the dE/dx samples used for the ITS particle identification. The sensitive
area of 70.17× 75.26 mm2 is split into two drift regions by the central cathode strip.

Silicon Strip Detectors

Third ITS subsystem is the SSD - Silicon Strip Detector. The design of this layer is
determined in order to optimize the connection of the tracks from TPC to the ITS,
to minimize multiple scattering and to provide dE/dx information to assist particle
identification for low-momentum particles.

3.2.3 Time Projection Chamber

The Time Projection Chamber (TPC) [ALICE2000] is the main tracking detector
of the ALICE central barrel and, together with the ITS and the TRD will provide
charged-particle momentum measurements with good two-track separation, particle
identification, and vertex determination [Alme2010]. The TPC provides full az-
imuthal distribution and covers a pseudo-rapidity range of |η| < 0.9 and, with lim-
ited momentum resolution and reduced track length, in the range 0.9 < |η| < 1.5.
The tracking efficiency must be larger than 90% for tracks with pT > 1 GeV/c in
order to study electron pair production. The study of Υ’s requires a momentum
resolution for electrons with momenta of about 4 GeV/c to be better than 2.5%,
resolution achieved only when correlated with the ITS and TRD for magnetic fields
around 0.4 T. Since the detection principle (as discussed below) is based on measur-
ing the specific energy loss, the resolution in dE/dx provided by the TPC should be
better than 10% for the high-multiplicity environment expected in Pb-Pb collisions.
This is motivated by the interest in the electron identification in a high pion mul-
tiplicity environment. A pion rejection factor of > 103 is aimed by the TPC along
with the TRD for a 90% electron efficiency at momenta larger than 1 GeV/c. All
these requirements must be reached at full luminosity, meaning that the operation
rate of the TPC should go up to 200 Hz.

A particle traversing the gas volume, will loose according to the Bethe-Bloch for-
mula a certain amount of energy producing ionizations. This will generate electron-
ion pairs inside the gas volume. Due to the electric field, the electrons will drift
away from the middle cathode of the TPC towards the read-out electrode. Since
the electric field is parallel with magnetic field, the electrons will drift also parallel
with the z axis. Depending on the specific location of the initial charge, the time
needed to travel the distance to the read-out electrode may vary. This considera-
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tions will enable the reconstruction of the x and y coordinates due to the location
where the charges arrive, and also the z coordinate if the drift speed is known.

Detector Geometry

As can be seen in Figure 3.4, the TPC is one cylinder with the inner radius of 80
cm, the outer radius of 250 cm and an overall length in the beam direction of 500
cm. The TPC is separated in two equal symmetric parts by a thin foil representing
the cathode electrode. The electric field inside the cage will determine the drift of
the electrons toward the reading out electrodes. The uniformity of the electric filed
is assured by intermediate radial multi-wire planes inside the cage. The maximum
drift time is 92 µs. Since the electric and the magnetic field lines are parallel, the
electrons will drift in the z direction without any deviation, the (x,y) coordinates
being reconstructed directly without corrections. The z component is extracted
from the total drift time since the drift speed is controlled by the magnitude of the
electric field.

Figure 3.4: Schematic view of the ALICE Time Projection Chamber.

The identification performance can be observed in Figure 3.5 where the results
from simulated events are compared to the theoretical Bethe-Bloch dE/dx curves.

3.3 Analysis and computational framework

The large amount of data generated in the modern high energy experiments imposed
the mandatory development of new software and hardware infrastructure. The new
infrastructure must cope with the complex tasks like data storage, Monte Carlo
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Figure 3.5: Energy loss versus momentum in the ALICE TPC for 7 TeV pp collisions.
The lines are the theoretical Bethe-Bloch predictions for dE/dx. Figure ALI-PERF-
4849 from ALICE figure repository.

simulations of the experiments, event reconstruction and data analysis. In the case
of the ALICE experiment, the computing framework is based on a GRID structure.
The ALICE GRID consisting of many data centers, mostly located in Europe, but
also in other parts of the world, is able to process tens of thousands of job at any
given time. The analysis task of each user is copied to the location of the data and
processed locally. In this way, the data transfer is heavily reduced.

The software includes the analysis dedicated framework - AliRoot and the soft-
ware needed for the job submission on the GRID -ALICE ENvironment - AliEn
[AliEn]. A job is basically an analysis task that runs on a particular set of data.
The job assignment to the data centers is not transparent to the user since the job
management is part of the AliEn framework.

All the information on the raw data and simulated runs, data center occupancy,
storage availability and submitted jobs for all the users, can be found at the dedi-
cated monitoring web site [Monalisa].

AliRoot is a complex software framework designed for data processing in the AL-
ICE experiment [AliRoot]. It includes all the features needed for event generation,
the transport of the primary particles, the reconstruction and the analysis of the
reconstructed data. This can be observed in more details in Figure 3.6. The strat-
egy used during the development of AliRoot was to use as much as possible already
existing software packages that had been tested in previous nuclear experiments and
to develop new components when needed. Also, the ROOT infrastructure on which
AliRoot was developed has been upgraded in the process based on the feed-back
from the AliRoot developers. The event generators included in the AliRoot distri-
butions that will be described below are Pythia and Phojet. Particle transport and
detector response packages included in AliRoot are GEANT3 (by default) GEANT4
and Fluka.
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Figure 3.6: General view of data main processing stages in AliRoot.

The analysis of the simulated or real data is the last stage of event processing
with various goals depending on the physics involved. The analysis represents also a
diagnosis of previous stages when simulated events are used since at this particular
moment it may became obvious if something has gone wrong during any of the men-
tioned steps. Using simulated data one can evaluate the reconstruction capabilities
of the AliRoot in order to correct the physics results obtained with real data.

3.3.1 Virtual Monte Carlo

Virtual Monte Carlo - VMC - is a concept designed as an interface between a general
user code and a specific Monte Carlo package (i.e. GEANT). The consequence of us-
ing this method is that the code written by the user will not suffer any modification
(i.e. collision geometry, detector configuration or I/O parameters) when a different
Monte Carlo framework is used at a different time. In AliRoot, the MC packages
“hidden” by the VMC are GEANT3, GEANT4 and Fluka. The VMC implementa-
tion allows the user to ignore specific code conventions in the GEANT, but relevant
details about the physics involved should, obviously, be taken into consideration.

Another advantage in using a VMC is that the detector geometry is defined
independently of the MC package used in the simulation as can be seen in Figure
3.7.

3.3.2 Event generators

Taking into account the fact that the ALICE experiment is a general purpose de-
signed detector, a complex software for the data analysis is required. Only one
particle generator would be insufficient to meet all the physics requirements and,
consequently, AliRoot includes a number of oriented event generators. The Monte
Carlo generators most commonly used in proton-proton simulations in the ALICE
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Figure 3.7: General view of the AliRoot Virtual Monte Carlo. The independence of
the users code on the packages used can be observed.

Collaboration are Pythia [Sjöstrand2008] and Phojet [Engel1996]. Pythia is also
used as a decayer by GEANT in the process of particle transport as some of the
particle are not stable. The configuration macro can define what type of decays to
be taken into account in the simulation and also can force a particular decay channel
for a particle type.

3.3.3 GEANT

The fact that GEANT [Geant4] packages have been extensively tested in nuclear
experiments and showed good agreement with the real data determined their usage
in AliRoot distribution. Another advantage of GEANT is that it is extremely flex-
ible and allows the user to implement new approaches regarding physics processes
to be simulated. The package used for the particle transport and detector response
simulation in AliRoot is by default GEANT3, but the user can set the configura-
tion to the alternative GEANT4 or FLUKA. GEANT3, GEANT4 and FLUKA are
toolkits for simulation the passage of particles through matter and they include a
complete range of functionality including tracking, geometry, physics models and
hits. The physics processes taken into account cover a wide range form electromag-
netic, hadronic and optical processes and also a large set of particles, materials and
elements over a wide energy range from a few hundred eV up to the TeV region. The
features of GEANT used for event simulation are: geometry and materials, particle
interaction with matter, tracking management, digitization and hit management,
event and track management, visualization and user interface.

The geometry of the detectors must include the sensitive areas where ”hits” will
be generated by the incoming particles and detector response will be simulated using
digitization algorithms. Once the detector geometry and materials are defined by
the Virtual Monte Carlo subroutine, the transport framework needs as input a list
containing the particles to be transported. This is provided by the above mentioned
event generators and passed to GEANT after some additional selection are applied.
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Additional information regarding the physical processes.

3.3.4 Event reconstruction

After the transport simulation is finished, the next step is the digitization of the
hits. The detector response is digitized and formatted according to the output
of the front-end electronics and the data acquisition system. The results should
resemble the real data that will be produced by the detector. Adjacent digits were
presumably generated by the same particle crossing the sensitive area of the detector
and are grouped in ”clusters”. The position of the cluster is then used to reconstruct
the track using a set of parameters such as curvature and the angles relative to the
coordinate axes together with the covariance matrix estimated at a given point in
space. Once the track is reconstructed, the particle types can be identified and the
output of the simulation is stored in the Event Summary Data (ESD) files. Each
track is reconstructed using the information from different detectors. The ESD files
contain the following information about the reconstructed event:

1. reconstructed ZDC energies and number of participants. This information is
necessary for reconstructing the reaction plane and centrality of the collision.

2. primary vertex, needed to identify the primary particles and for distance to
the Time Of Flight computation.

3. T0 estimation of the primary vertex also needed for the time of flight technique
of identifying particles.

4. array of ESD tracks;

5. arrays of HLT tracks both from the conformal mapping and from the Hough
transform reconstruction;

6. array of MUON tracks;

7. array of PMD tracks;

8. arrays of reconstructed V 0 vertexes, cascade decays and kinks;

9. indexes of the information from PHOS and EMCAL detectors in the array of
the ESD tracks.
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Analysis details

Data acquisition in the ALICE experiment is performed during so-called “periods”.
Labels attributed to the periods follow a specific rule. The labels begin with “LHC”
followed by two digits year information and the a letter that identifies the period
within the year, alphabetically. For example, the “LHC10d” is the fourth period
from 2010.

Efficiency corrections are studied on Monte Carlo simulated “anchored” runs.
These runs are simulated using the same detector configuration as in the real case.
The simulations take into account the geometry and the material budget of the
detectors inside the experiment, the applied voltages and also the inactive areas in
the corresponding run. The anchored runs also try to reproduce the statistics of the
corresponding acquisition run.

4.1 Data selection

The data set used in the analysis presented in the thesis was selected according to
the trigger configuration, pile-up probability, run quality and number of events. All
this requirements are needed in order to ensure a good quality of the data sample
used.

4.1.1 Period selection

The results presented in this thesis are obtained using the ALICE collaboration runs
at 7 TeV from LHC10d and LHC10e periods. Data were corrected for efficiency, feed-
down and secondary interactions contamination using the corresponding anchored
runs of Monte Carlo simulations. Events were simulated, reconstructed and ana-
lyzed using the dedicated framework of the collaboration - AliRoot [AliRoot]. Only
LHC10d and LHC10e periods were used in the present analysis for reasons discussed
below.

The pile-up probability must be reasonably low in order to avoid multiple colli-
sions to be erroneously considered as a single event, affecting the multiplicity, the
event shape and also the corrected spectra. Pile-up rejection was used in the analy-
sis but sufficiently close vertexes cannot be discriminated if the relative distance is
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below the experimental resolution. Low pile-up events were recorded only in 2010.
Later periods cannot be used for this kind of studies.

In section 6.3.1 the model dependence of the efficiency as a function of multiplic-
ity is discussed. The correct reconstruction of the combined multiplicity estimator
must be taken into account. The LHC10b and LHC10c do not have yet the combined
multiplicity properly reconstructed.

Another requirement is related to the trigger used during the data acquisition.
The LHC10d period contains mostly minimum bias trigger events and the LHC10e
includes a high multiplicity trigger along with the minimum bias used for reference.
LHC10e is the best candidate for analyses targeted at high multiplicities. Most
of the results are obtained for the LHC10d period due to the available statistics
but also due to the availability of Monte Carlo runs based on Pythia, Phojet and
Flat Pythia models. The LHC10e anchored runs have only 10% of the Monte Carlo
statistics available. This is insufficient for analysis of high multiplicity events where
the efficiency and the feed-down corrections have large statistical fluctuations, espe-
cially in the tail of the spectra. A compromise was made in order to access the high
multiplicity trigger events. The efficiency evaluation was based on the flat multi-
plicity events simulated for the 10d period. Only after the corrections are proved to
be within few percents multiplicity independent, the high statistics minimum bias
efficiency is applied to all multiplicity bins.

High multiplicity events can be contaminated from multiple collisions in the same
bunch crossing. Selected data were taken in 2010, period with relatively low-pileup
probability. Since pileup events are still possible, even for this data sample, a pileup
rejection algorithm was applied. The influence of the pileup is studied comparing
the results obtained using runs with low and high multiple collisions probabilities.
This is further discussed in section 6.5.

Table 4.1 summarizes all this information. For the pile-up, the maximum value
of the Poisson distribution coefficient for the selected runs passing all other criteria
is given. Only runs with available pile-up information in the MonALISA [Monalisa]
repository were considered. Only runs from LHC10d and LHC10e were used for the
final results due to the combined multiplicity estimator available. The combined
multiplicity estimator is described in section 4.5.

Table 4.1: Summary of the 2010 LHC periods investigated in this analysis.

Period
Trigger Monte Carlo Pile-up Combined

MB HM Pythia Phojet Flat (max µ) Multiplicity
LHC10b yes no yes yes no - no
LHC10c yes no yes yes no - no
LHC10d yes no yes yes yes 0.054 yes
LHC10e yes yes 10% 10% no 0.079 yes
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4.1.2 Event Selection

The following event cuts were used:

• Minimum Bias - MB - or High Multiplicity - HM - trigger;

• primary vertex z position < 10 cm;

• events are required to be collision candidates.

The minimum bias trigger has the maximum efficiency and the lowest effect on
the physics recorded. The high multiplicity trigger is used to enhance by almost
an order of magnitude the statistics at multiplicities higher than 40 relative to the
minimum bias trigger.

The vertex position is limited due to the efficiency variation as a function of
vertex position along beam axis presented in section 4.1.4.

The collision candidate requirement is used to eliminate the so-called non-events
(e.g. beam-gas collisions, collisions triggered when there was no beam present).

4.1.3 Trigger selection

The data sets recorded by the ALICE experiment and analyzed in this thesis were
collected with two trigger configurations. The Minimum Bias trigger is configured
in such a manner that it minimizes the systematic effect of the detector. The on-
line MB trigger is conditioned by a signal in either of the V0 detectors or a hit
in the Silicon Pixel Detector. The signal in the detectors must come in a time
window corresponding to a beam crossing from both sides of the experiment. This
requirement eliminates the collisions that might be triggered, for example, by an
interaction of one beam with that gas inside the beam pipe.

The High Multiplicity trigger was designed to allow the acquisition of events with
high number of particles. The multiplicity distribution for MB and HM triggers and
their ratio can be seen in Figure 4.1. The HM distribution introduces a hardware
bias at charged particle multiplicities lower than 50. The two combined multiplicity
distributions have almost the same shape for multiplicities larger than 50, as can be
seen in the left panel. A quantitative comparison can be seen on the right panel.
The ratio of the multiplicity distributions for the two hardware trigger configurations
reaches a plateau for charged particle multiplicities larger than 50.

4.1.4 Vertex selection

The vertex position along the beam direction is limited due to the TPC geometrical
acceptance. The vertex distributions for the Pythia and data used in the analysis
are plotted in Figure 4.2.

As plotted in Figure 6.1, the efficiency decreases with ∼ 5% when the vertex
position is within 9-10 cm from the center of the detector relative to when the vertex
is in the limit of 0.5 cm. This is the reason for the pseudo-rapidity range of ±0.8
in the present analysis. Events with vertex outside the 10 cm limit will contain
particles that will hit the edge of the TPC and, due to the minimum number of
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Figure 4.1: Minimum Bias (in blue) and High Multiplicity (in red) trigger combined
multiplicity distributions (left panel) and their ratio (right panel).

clusters requirement described below, will not pass the track cuts. Therefore, the
associated tracks have lower efficiency. Approximately 10% of the events are rejected
by this condition (see section 6.2).

4.1.5 Pileup rejection

Multiple collisions from a single triggered event (pileup) must be rejected in the
analysis presented in this thesis. Pileup events have an artificially increased multi-
plicity and events migrate to higher multiplicity bins. The multi-collision probability
follows a Poisson distribution characteristic to rare events. The Poisson distribution
is defined by the mean of the distribution - µ. This parameter is used for the pileup
probability evaluation in the data runs from ALICE (see [Monalisa]). In order to
limit the impact of multiple collisions in one event, for the LHC10d period, the runs
with µ limited to 0.054 were selected for this analysis. For the LHC10e high multi-
plicity period, where only few of the runs have a µ < 0.05, the maximum µ is 0.079.
Later periods have higher µ values due to the increase of the beam luminosity.

A pileup rejection was used in order to reject as much as possible multiple colli-
sions in the same event, even for low luminosity runs. This rejection minimizes the
pileup contamination in the data sample.

4.1.6 Track selection

The information on the particle reconstruction obtained with the Inner Tracking Sys-
tem and the Time Projection Chamber is used, in this analysis, in order to evaluate
the quality of the track reconstruction. The following cuts were established within
the ALICE Collaboration in order to select tracks with high quality reconstruction:

• minimum TPC clusters = 70;
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Figure 4.2: Vertex distribution along the beam axis - z for Pythia anchor runs (blue)
and data (red) for the LHC10d period. The two distributions are normalized to the
corresponding highest value.

• maximum χ2 per cluster in the TPC = 4;

• TPC refit and ITS refit required;

• kink daughters not accepted;

• no pT cut;

• |η| < 0.8;

• one cluster in the SPD;

• maximum DCA1 to vertex in (x,y) plane = 0.0182 + 0.0350/p1.01
T ;

• maximum DCA to vertex in z = 2 cm;

This set of cuts is called “standard 2010 cuts”. The same cuts are used for the
data and Monte Carlo simulations at the level of reconstructed tracks.

The minimum number of TPC clusters set to 70 (the maximum is 159) correlated
with the maximum χ2 ensures a good track quality in the TPC. Kinks in the recon-
structed track are likely coming from decays and the products are not considered
primary even if all other cuts are passed. The η cut is imposed due to TPC geo-
metric efficiency. The distance of closest approach of the track relative (see Figure
4.3) to the primary vertex is used to reject tracks coming from “slow” weak decays
(τ > 10−22 s) and secondary interactions. Tracks that have kinks are also eliminated
from the data. Kinks are specific to decays. The presence of a signal in at least

1DCA - Distance to Closest Approach
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one cluster in the Silicon Pixel Detectors maximizes the likelihood of a track to be
primary and allows a better estimation of the DCA.

Figure 4.3: Definition of the DCA - distance of closest approach.

For the Monte Carlo generated events, the following particle cuts were imple-
mented:

• |η| < 0.8;

• the particle has to be charged;

• the particle must be primary

Particles are considered primary if they are generated in the collision or are the
products of fast decaying resonances (τ < 10−22s). Daughter particles of slow decays
are not considered primary because their contribution to the corrected yield can be
eliminated using DCA studies as described in section 6.4.1.
These cuts have a minimum bias on the selected tracks detected in the Central
Barrel. In this thesis, only the positive charged particles are considered. The moti-
vation for this choice is the difference observed for propagation trough the detector
of the negative charged particles between GEANT and FLUKA simulation codes
(e.g. [Leeuwen2011]).

4.2 Multiplicity estimation

Multiplicity is defined as the number of charged particles in a given pseudo-rapidity
range. The pseudo-rapidity range used in this analysis is |η| < 0.8. Evaluating
the multiplicity from the reconstructed data is not a straight forward task. Two
estimators for the multiplicity were used in this analysis and are described in the
next sections.
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4.2.1 Global Tracks multiplicity

One method used for the estimation of the multiplicity in each event is to count
the number of global tracks. These are the tracks that pass the standard track cuts
listed in section 4.1.6. These are also the tracks that are used in the final analysis.
The correlation matrix for this estimator in plotted in Figure 4.4. The slope of the
distribution is ∼ 0.7. The contribution from weak decays and secondaries to the
number of global tracks is evaluated at few percents of the total number of tracks.
Their contribution is eliminated as described in section 6.4.1.

Figure 4.4: Correlation matrix for the Global Multiplicity estimator. Generated
multiplicity represents the primary particle multiplicity obtained from Monte Carlo
generator. Global multiplicity is estimated after the reconstruction of the simulated
events.

4.2.2 Combined multiplicity estimator

Another multiplicity estimator was introduced in order to reproduce the primary
multiplicity better. The Combined Multiplicity - CM - is estimated using the fol-
lowing algorithm [Shahoyan]: count all the global tracks, add the tracks which are
not global but are reconstructed by the ITS stand alone and, finally, add the tracks
that can be reconstructed from SPD tracklets that do not belong to any previously
counted tracks and can be extrapolated to the primary vertex. This algorithm is
presented in Figure 4.5.
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The correlation matrix for the combined multiplicity estimator in plotted in
Figure 4.6. It can be seen that the distribution is narrower than in the global
multiplicity case and the primary multiplicity is better estimated. The slope of the
distribution is ∼ 0.89.

Several events show a clear deviation from the main distribution. This events are
called outliers and they are events with the vertex position in z direction very close
to the 10 cm limit. A vertex cut limit smaller that 10 cm eliminates the outliers.
The reason why such a cut was not used is the fact that the total contribution of
the outliers is relatively small. The total number of outliers events was evaluated at
0.004%. Therefore, their contribution is below any other systematic effect presented
in 6.5. In the same time, a more strict cut eliminates a big number of events that are
well reconstructed and the systematics is reduced. The vertex cut was maintained
at 10 cm.

Figure 4.5: Combined multiplicity estimation algorithm.

The correspondence between the multiplicity bin limits for the global and com-
bined multiplicity estimators, listed in Table 6.1, is calculated using the correlation
matrix from Figure 4.7. Each global multiplicity bin limit (vertical line correspond-
ing to global multiplicity = 20 in the example from Figure 4.7) defines a wide dis-
tribution for the combined multiplicity. The bin on Y axis that corresponds to the
maximum of this distribution gives the selected values for the combined multiplicity
bin limit.
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Figure 4.6: Correlation matrix for the Combined Multiplicity estimator.

Figure 4.7: Bin limit estimation for the combined multiplicity estimator.
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Chapter 5

Event shape observables

“He who asks is a fool for five minutes,
but he who does not ask remains a fool forever.”

Chinese Proverb

The hadronic final states formed in high energy collisions can manifest different
topologies depending on the underlying processes. The topology of each event can be
characterized by several event shape variables built using the detected particles. By
definition, the event shape observables are designed to measure the energy flow in the
collision. They are constructed using both the orientation and the magnitude of each
particle momentum. Several event shapes observables - ESO - have been used for
more than forty years in high energy physics (e.g. [Bjorken1970]). Originally, these
observables were used in jet studies to evidence parton hard scatterings that translate
into hadronic jets, discovered at SPEAR [Hanson1975] and DESY [Banderlik1979],
[Barber1979], [Bartel1980], [Berger1979]. The study of jets is a central part of the
perturbative QCD studies that extract the properties of quarks and gluons from the
hadron distribution in the final event.

Using a different approach, in this analysis, event shape observables are used to
identify events with random particle distributions. A uniform particle distribution
is specific to a non-jetty event. Such isotropic events could reveal properties of the
matter created in the collision in the soft region of the spectrum, region described
phenomenologically. This approach raises some questions on the event selection
performance of the event shapes observables. Can events with jets be labeled as
uniform by using the event shapes? Is it possible to use the same observables that
are used to select jetty events to clean the data sample? Are the selected events in
any way biased? Is there a spectrum that randomly distributed in azimuth is not
biased by the event shape selection?

Even if the jet identifying algorithms have radically evolved in the past decade,
especially due to Tevatron and RHIC experimental results [Cacciari2011], rejecting
events with jets identified using any jet finding algorithms is considered not feasible
since reconstructed jets have relatively high transverse momenta ( ≈ 20 GeV/c,
[ALICE2013a]).

One problem when studying collective effects is that jets can mimic flow both
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when using azimuthal distribution methods based on Fourier decomposition and
when using particle’s spectra studies. The method based on ESO has the clear
advantage that it doesn’t depend on any specific jet algorithm. The study of the
pT spectra requires a method that eliminates events with jets from the analysis.
Although jets originate in hard processes and are characterized by high pT values
they may also influence the so called underlying event in the soft region of the
spectra. This is the reason why the selected events should not contain jets. The event
shapes observables were used for jet studies due to their capability of identifying
events with two or three jets. Using a complementary approach, in this thesis event
shape observables are used to reject the events containing jets.

In this chapter, sphericity [Bjorken1970], thrust [Brandt1964], [Fahri1977], di-
rectivity [Beckmann1987], recoil [Banfi2004] and modified transverse Fox-Wolfram
moments [Fox-Wolfram1979] are studied. After the introduction of these observ-
ables, details on their multiplicity dependence are presented for minimum bias and
high multiplicity trigger configurations. Based on data and toy models, the selection
capabilities of the event shape observables used in the present work are evaluated
as a function of multiplicity.

5.1 Directivity

Directivity - D - is defined as:

D± =
|
∑

i ~pt,i|∑
i |~pt,i|

|ηpos/neg (5.1)

and measures the normalized momentum deviation from 0 in the positive or negative
η ranges [Beckmann1987], [Alard1992]. Directivity was originally used to determine
the event plane in heavy ion collisions where the collective flow induces an enhanced
particle emission in a direction correlated with the event plane [Reisdorf1999]. The
reason for using this observable in this thesis is that events with jets will have the
sum over |pT | deviating from 0 and will generate high directivity values. Still, there
are special configurations of multiple jet distributions in the (pT , ϕ) phase space or
long range correlations of the type evidenced by CMS Collaboration [CMS2010a]
characterized by low directivity value. The probability for such events to occur is
considered to be low due to the special configurations required. Multiple jets must
have a relatively uniform orientation but also a momentum distribution such that
the magnitude of the vectorial sum is low enough for the directivity to have a small
value.

On the other hand, high multiplicity events may have a low directivity value,
due to the normalization factor, even if they contain jets. For example, if an event
contains a jet of 50 GeV/c in one η region and the underlying event has 50 particles
evenly spread in the azimuth with an average momentum of 0.5 GeV/c, the direc-
tivity will be equal to 50/75 = 0.66, close to the middle of the directivity range.
For an event to be classified as uniform (D < 0.3) in the previous example, the jet
momentum should not be higher than ∼11 GeV/c, which is a rather high value for
the purpose of this study. This is also in agreement with the multiplicity dependence
of directivity plotted in Figure 5.6. The directivity goes to rather low values for the
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high multiplicity range but jets are still present. Therefore, high multiplicity events
that contain jets will not necessarily have a high directivity value.
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Figure 5.1: Directivity for particles with negative η vs. directivity for positive η for
Minimum Bias trigger (left panel) and High Multiplicity trigger (right panel).

The first attempt to study directivity as an observable capable of selecting uni-
form events was performed by using the directivity value in one side of the detector
corresponding to η either positive or negative. In the process of evaluating the direc-
tivity selection performance it was noted that particle distributions relative to the
leading particle were substantially different for the two η regions. Large differences
in the directivity values for the two η regions were found to be the cause of this
behavior. The correlation between D+ and D− is plotted in Figure 5.1. One can see
that events called “highly isotropic” for extremely low values of directivity for pos-
itive η can have large directivity values in the negative η region. Averaging on D+

and D− will mix the distributions belonging to different classes. Less pronounced,
the same mixing will occur even for high multiplicities as shown in the right panel
of Figure 5.1. The choice for this analysis was to use cuts on both directivity values
simultaneously.

5.2 Thrust

Thrust - T - [Brandt1964], [Fahri1977] is defined as the normalized maximum value
of the momentum projection on an arbitrary axis, summed over all particles in the
event:

T = max︸︷︷︸
~n

∑
i |~pi · ~n|∑
i |~pi|

(5.2)

The orientation of ~n for which the thrust maximum value is obtained is called the
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thrust axis and is denoted by ~nT . Transverse thrust using the transverse projection
of each particle’s momentum is defined in the same manner:

T = max︸︷︷︸
~nT

∑
i |~pt,i · ~nT |∑

i |~pt,i|
(5.3)

This definition is useful when rapidity coverage of the experiment is rather low.
In this case, the thrust axis will be contained in the transverse plane due to the
maximum condition. The analysis presented in this paper uses the transverse thrust
definition due to the low pseudo-rapidity coverage of the ALICE experimental setup
at mid-rapidity.

Trust is, by definition, always positive. Since the numerator is always smaller
that the denominator, the thrust is always smaller than 1. This value is reached
only when the sum of the momentum projections is equal to the sum of the particle’s
momentum and this is possible only for perfectly aligned events (i.e. all the particles
are detected in the same direction). This is a reasonable approximation of two jets
events where particles with high momenta are generated and emitted in opposite
directions. For the transverse thrust, the lower limit is 2/π ' 0.6367.

5.3 Sphericity

Sphericity - S - was introduced in [Bjorken1970] and it measures how close to be-
ing spherical the particle distribution in the event is. The spherical shape will be
replaced by a circular one when the particles are projected in the transverse plane.
To define and compute the transverse sphericity, the properties of the eigenvalues
are used. First, the following matrix is built:

Sxy =
1∑
i p

(i)
T

2

∑
i

(
p

(i)
x

2
p

(i)
x p

(i)
y

p
(i)
x p

(i)
y p

(i)
y

2

)
(5.4)

where p
(i)
x and p

(i)
y are the transverse components of the i -th particle three-momentum

in the center of mass reference system. The sum runs over all detected particles.
Note that this is the two-dimensional case corresponding to the transverse plane.
Once the eigenvalues (λ1 > λ2) of the matrix defined above, (5.4), are found, the
sphericity is defined as:

S⊥ ≡
2λ2

λ2 + λ1

(5.5)

Sphericity can take values from 0 for “pencil-like” events up to 1 for isotropic events.
Two back-to-back jets represents an extreme case where the smaller eigenvalue of
the sphericity matrix tends to zero. Following from equation (5.5) S⊥ is also zero.
For an isotropic event, the two eigenvalues will be equal as the distribution will be
isotropic and there will be no preferential direction. This immediately leads to a
unitary S⊥.
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Linear sphericity

Sphericity defined using the matrix (5.4) is not “collinear safe”, as required by the
QCD calculations. Collinear safe means that changing one particle with two collinear
particles with summed four-momenta equal to the original one will not change the
estimation of that particular observable. This is clearly not the case of the sphericity
that is a quadratic form in momentum components and p2

1 + p2
2 6= (p1 + p2)2. This

considerations do not imply that sphericity cannot be used for event shape analysis
where the eigenvalues properties remain valid.

The collinear safe version of the sphericity is given by the linear sphericity defined
as:

Slinxy =
1∑
i p

i
T

∑
i

1

piT

(
p

(i)
x

2
p

(i)
x p

(i)
y

p
(i)
x p

(i)
y p

(i)
y

2

)
(5.6)
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Figure 5.2: Linear sphericity versus sphericity for MB (left) and HM (right) triggers.

The correlation between sphericity and linear sphericity is displayed in Figure
5.2 for both Minimum Bias and High Multiplicity triggers. One can see that the
correlation is relatively wide in the allowed kinematic range. In this thesis, the
non-linear form of sphericity is used.
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5.4 Recoil

The recoil - R - is defined as:

R =
|
∑

i ~pt,i|∑
i |~pt,i|

(5.7)

and it measures how well the momentum conservation is reconstructed in the event
[Banfi2004]. Obviously, due to conservation principles, the total momentum is con-
served and the total transverse momentum should be zero. This is usually not the
case in a real experiment where any detector has a limited acceptance and recon-
struction efficiency. To ensure the selection of symmetric events desired by this
analysis, the cut on recoil will require small values, as close as possible to zero.
Selecting events with small recoil will reject events where many particles are lost
in one side of the detector assuming a symmetrical geometry. Recoil alone will not
differentiate, for example, between events with two jets or three jets where the mo-
mentum is well reconstructed. Also, it will not select on its own azimuthally highly
isotropic events. This is the reason why the recoil must be combined with at least
one other global observable in order to characterize the events.

For the ALICE experiment in particular, recoil deviates from 0 due to acceptance,
efficiency, reconstruction resolution, and neutral particles that are not detected.

5.5 Fox-Wolfram moments

Fox-Wolfram moments - FWM - were introduced by G.C. Fox and S. Wolfram
in [Fox-Wolfram1979] and are defined as:

Hl ≡
4π

2l + 1

+l∑
m=−l

∣∣∣∣∣∑
i

Y m
l (Ωi)

|pi|
Etot

∣∣∣∣∣
2

=
∑
i,j

pipjPl(cosφij)

E2
tot

(5.8)

where pi and pj are the momenta of the i -th and, respectively, j -th particle in the
event, Etot is the total energy of the resulting particles, φij is the angle between the
i -th and j -th particle and Pl are the Legendre polynomials. The sum is taken over
all the hadron pairs produced in the event, including the situation when i equals j.
The first Legendre polynomials are:

P0(x) = 1
P1(x) = x

P2(x) = 1
2
(3x2 − 1)

P3(x) = 1
2
(5x3 + x)

Higher order Legendre polynomials can be computed using the recurrence for-
mula:

(n+ 1)Pn+1(x) = (2n+ 1)xPn(x)− nPn−1(x)
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5.5.1 General properties of Fox-Wolfram moments

As shown in [Fox-Wolfram1979], the FWM define a complete set of event shape
observables. As a consequence, in order to distinguish between events with different
shapes, by definition, one has to use at least several Hl values. This is more clear
when looking at table 5.1, where the Hl for values of l up to 8 are shown for different
ideal event shapes. Also, another reason why using only one event shape observable
is not enough to discriminate between events is that multi-dimensional shapes cannot
be described by a single number. In other words, significantly different topologies
will have similar event shape values. As an example, this can be seen in 5.11.2.
Events with n particles have the same sphericity and thrust values.

Another problem of using individual event shapes is that for sufficiently high
multiplicity events with few jets or events with sufficiently high number of jets dis-
tributed more or less uniform, the separation from the truly uniform events becomes
less perfect.

FWM are also rotationally invariant and, more importantly for QCD computa-
tions, infrared stable [Fox-Wolfram1979].

Another important and very interesting property of the FWM is that they have
a higher value for orders that are multiple of the event symmetry order. More
explicitly, for triangular events, H3 and H6 have higher values than their neighbors
(see Table 5.1). This indicates a method to eliminate (or select) multiple jets events.
This kind of events cannot be discriminated by the other event shape observables.

In this study, uniform events are selected using a narrow region (see Table 5.8.3)
around the values corresponding the “equatorial” event shape.

Table 5.1: The first eight Fox-Wolfram moments for different ideal event shape
events.

shape H0 H1 H2 H3 H4 H5 H6 H7 H8

single jet 1 1 1 1 1 1 1 1 1
liniar 1 0 1 0 1 0 1 0 1

triangular 1 0 0.25 0.63 0.14 0.27 0.55 0.18 0.28
square 1 0 0.25 0 0.69 0 0.34 0 0.64

equatorial 1 0 0.25 0 0.14 0 0.10 0 0.08

5.5.2 Modified Fox-Wolfram moments

The Fox-Wolfram moments are usually normalized toH0 [Fox-Wolfram1979], [Filed1997]:

Hl

H0
=

∑
i,j

pipjPl(cosφij)∑
i,j

pipj

The same expression is obtained in the massless particles approximation for the
initial definition of the FWM. With this definition, H0 is always 1 and there is no
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reason to use it any further in the study. In the analysis presented in this thesis, the
particle’s transverse momenta is used and, therefore, what was called in the origi-
nal paper and in table 5.1 “equatorial”, in this thesis will be equivalent to uniform
or azimuthally isotropic, with the transverse plane representing the equatorial plane.

5.5.3 Correlation between FWM and other Event Shape
Observables

Using the normalized expression for Hl, one can see that:

H1 =

∑
i,j

pipjcosφij∑
i,j

pipj
=

(
∑
i

~pi)
2

(
∑
i

pi)
2

= R2

where R is the recoil [Banfi2004]. The fact that one FWM is related with the recoil
is not surprising since the FWM are a complete set of event shape observables and
must include some information about the recoil of the event.

5.6 Examples based on Pythia

Examples of high multiplicity uniform and jet-like events are shown in Figures 5.3
and 5.4. The distribution of the charged particles in the (η, ϕ) plane is plotted in
the upper left plot. The projection of each particle’s momentum on the transverse
plane is presented in the upper right plot. Red lines are used for the particles in the
negative η region and blue for the positive one. All momenta are normalized to the
leading particle momentum. The black line is the computed thrust axis. For the
jet-like case (figure 5.4), the thrust axis is clearly defined by the jets orientation.
For the uniform case (figure 5.3), the ~nT is determined rather by a fluctuation than
a real anisotropy of the event.

In the lower left plot, the FWM for the analyzed events are compared with
expected values for several geometries mentioned in section 5.5. It is clearly visible
that the uniform event has FWM values extremely close to the “circular” geometry.
For the two back-to-back jets, the FWM are close to the theoretical prediction of
alternating values of 1 and 0. The even FWM are not 1 due to the underlying event.

On the lower right corner, the values of all the events shapes are listed. Also,
the pT of the leading particle is shown. For the uniform event, the leading particle
has a very low transverse momentum, while for the jetty event the leading pT is
significantly higher. This is, at least for the given examples, in good agreement with
the 2 GeV/c cut used to separate hard and soft events. It is also in good agreement
with the conclusions from the study shown in section 5.11.
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Figure 5.3: Example of a high multiplicity event (nch = 42) with uniform particle
distribution.
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Figure 5.4: Example of a jet-like event with nch = 55.
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5.7 Comparison with data

Event shape observables are affected by the limited efficiency of the detector which
must be taken into account when analyzing data. A comparison between the recon-
structed and simulated values of sphericity, thrust, directivity and recoil can be seen
in Figure 5.5. All the event shape observables are rather well reconstructed. The
correlation is not perfect due to limited efficiency and acceptance of the detector.
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Figure 5.5: Reconstructed values for Sphericity, Thrust, Directivity and Recoil vs.
the simulated values in the same Pythia events.

5.8 Study of multiplicity - event shape correlation

Another study that was made is the multiplicity dependence of the event shape
observables. The four event shape observables discussed in this paper are plotted as
a function of multiplicity for the reconstructed events in Figure 5.6. On top of the
bi-dimensional histograms, the profile on the x axis is drawn (red line) to show the
mean value for each multiplicity bin. The values from low multiplicities generally
correspond to anisotropic shapes and can be understood as a low number effect,
namely, it is hard to find an azimuthal isotropic distribution (both in φ and pT )
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when there are only few particles in the event. This is further discussed in section
5.11.2.
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Figure 5.6: Multiplicity dependence of sphericity, thrust, directivity and recoil. With
red lines, the profiles (on x axis) of the distributions are shown.

At high multiplicities, especially the Sphericity and Thrust profiles reach an
almost flat plateau while the values of each observable have a rather wide range.
This is actually understandable since the two extreme cases of back-to-back jets and
azimuthally symmetric events are not restrained by only asking for the event to have
high multiplicity.

5.8.1 Comparison with Pythia

The ratio between the profiles of the reconstructed sphericity, thrust and directivity
for data ans Pythia simulations are shown in Figure 5.8. For all three event shape
observables, the data show a behaviour towards soft-like events for high multiplici-
ties.
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Figure 5.7: Profiles for Minimum Bias (blue) and High Multiplicity trigger (red) for
sphericity, thrust, directivity and recoil.

5.8.2 Multiplicity dependence of the Fox-Wolfram moments
distributions

A two dimensional dependence of each FWM on the multiplicity is plotted in Fig-
ure 5.9. One obvious feature is that all plots have some sort of a triangular shape
with respect to the multiplicity. This raises the question what is the reason for this
behavior? Is it that the FWM are not sensitive enough at very high multiplicities or
at such high multiplicities (i.e. above 60) all the events are more or less azimuthally
isotropic? To answer this question one can look at events with multiplicity greater
than 60 and also at the momentum distribution of these events. The examples pre-
sented in section 5.6, along with the results on high multiplicity events from Chapter
7 clearly show that not all the high multiplicity events are labeled “soft”. Therefore,
events containing jets may still be rejected, event at very high multiplicities.

A quantitative estimation of the distribution of the first eight Fox-Wolfram Mo-
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Figure 5.8: Sphericity, thrust and directivity profile ratio (for Minimum Bias) be-
tween data and Pythia simulations.

ments is plotted in Figure 5.10 for different multiplicity bins.

5.8.3 Trigger dependence

The profiles of all the event shape observables as a function of the global multi-
plicity show similar trends for minimum bias and high multiplicity events, as can
be observed in Figure 5.7. Therefore, the analysis can also be performed on high
multiplicity events.

Table 5.2: Cut values for each of the event shape observables used.

Label
ESO

S T D H1,3,5,7 H2 H4 H6 H8

Uniform/isotropic > 0.8 < 0.72 < 0.3 < 0.1 < 0.3 < 0.2 < 0.16 < 0.12
Non-isotropic < 0.4 > 0.85 > 0.6 > 0.1 > 0.3 > 0.2 > 0.16 > 0.12
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Figure 5.9: Fox-Wolfram moments multiplicity dependence.
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5.9 Event topology selection performance

A delicate problem raised when building azimuthal distributions in p-p collisions, is
that of the origin of the representation. In heavy ion collisions, where the colliding
systems have a “large” size (at least when compared with the proton), a reaction
plane - RP - can be defined and flow studies are made relative to that reaction plane.
In proton-proton collisions the reaction plane is not defined.

In the process of evaluating the performance of event shapes selection, one must
find a general reference for the azimuthal distributions. Two possible choices were
identified and used in this study. The first choice is to use as reference the leading
particle. In this case, the leading particle itself was eliminated from the distribution
since it will trigger an artificial peak in the origin of the distribution with no physical
meaning.

The second choice for the direction taken as reference in the azimuthal distribu-
tions is the thrust axis - ~nT . Distributions with the ~nT in the origin have a physical
meaning in the context of event shape analysis and need no particle elimination.
The results for the azimuthally isotropic events selected with sphericity, thrust and
directivity are plotted in Figure 5.11.

 (rad)ϕ∆
1 0 1 2 3 4

 (
c
o

u
n

ts
) 

ϕ
∆

d
N

/

0

0.005

0.01

0.015

0.02

Azimuthal distribution relative to the thrust axis

Sphericity

Thrust

Directivity

Figure 5.11: Particle distribution relative to the thrust axis ~nT for sphericity, thrust
and directivity azimuthally isotropic selected events. All the distributions are nor-
malized.

When thrust is physically very well defined, meaning that reconstruction errors
have a small effect on the ~nT and the thrust has high values corresponding to confined
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particle emission, most if not all the particles will be detected in the proximity of
the thrust axis. The azimuthal distribution will not be flat-like but will more likely
show two peaks. For the opposite situation, of azimuthally symmetric events, the
thrust axis is not well defined as there is no preferential direction in space. Since
the thrust axis was determined in a somewhat “unstable” manner, particles are
distributed uniformly relative to the thrust axis. This will not result in a completely
flat distribution since all the events have a finite multiplicity that is rather far from
what we call uniform distribution. In a finite multiplicity event, the thrust axis
is unlikely to be determined perpendicularly to any particle orientation due to the
maximum condition in the thrust definition. Particles at 90◦ from ~nT have no
contribution to the thrust value and are “lost” when considering the sum of pT
projections. This means that is very difficult to find particles very close to 90◦ from
~nT due to the thrust definition and finite event multiplicity. Hence, the resulting
distribution will show two corresponding gaps at ϕ ~nT

± 90◦. This is visible for all
the distributions plotted in Figure 5.11. Sphericity and thrust show a relatively
flat plateau. It is worth mentioning that the azimuthal distribution by itself is not
a definitive indicator of the isotropy of the event since the event shapes take into
consideration the transverse momentum.

5.10 Evaluation of the event shape selection per-

formance for the modified Fox-Wolfram mo-

ments

As mentioned, the event shape observables characterize the energy distribution in a
collision. Since jets contain high pT particles, one possible choice for the origin of the
azimuthal distributions is the orientation of the particle with the highest transverse
momentum in the event, the leading particle. If there is a jet in the experimental
acceptance, most probably the leading particle is part of that jet and the relative
azimuthal distribution will show a peak near the axis origin and also some structure
in the opposite direction.

Taking into consideration that the thrust maximizes the sum of all the momenta,
the uniform events should not have the thrust axis well defined, in the sense that
thrust values are similar for different thrust axis orientations and only a small differ-
ence will define the final thrust value and axis in the event. One must keep in mind
that all the ESO are defined using not only the orientation of the particles, but also
the momentum. This means that, for example, the thrust axis can be defined by a
high energy particle that will not be included in the d2N/∆η∆φ representations.

5.10.1 Two particle correlations

The results for the minimum bias events are plotted in Figure 5.12, for the high
multiplicity case in Figure 5.13 and the HM events selected with the FWM cuts as
can be seen in Figure 5.14. The cut values used for event selection are listed in Table
5.8.3. The uniform events selected using the FWM values represent approximately
20% of the total high multiplicity events.
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As expected, for the MB case, there is a clear peak near the leading particle. This
peak is visible in the high multiplicity events. For the events selected with FWM
cuts, there are no clear peaks in the dN

∆φ
distribution within the present statistics.

The plots in the left panel represent the relative distribution of the particles
relative to the LP taking into account both the azimuthal angle and the pseudo-
rapidity. The plot in the middle is the projection of the two particle distribution
on the δϕ axis. The right panel plot represents the two particle correlation after
a uniform background has been subtracted from the signal. For the minimum bias
and multiplicity greater than 40, the two particle distributions show a clear peak
near the origin of the representation. The shape of the peaks for the two cases is
qualitatively the same. Also, a ridge is visible at 180◦ relative to the leading particle.

For the high multiplicity events selected with the Fox-Wolfram moments as uni-
form, the results are presented in Figure 5.14. The bi-dimensional distribution
nearly flat within the available statistics. There are some small non-uniformities in
the unidimensional two-particle correlation (middle plot). Two regions where the
profile shows a small dip are present at the origin and ∆ϕ = 180◦. The origin of
these two regions is not yet understood.

Figure 5.12: Particle distribution relative to the leading particle for minimum bias
events.

The distribution represented in Figure 5.14, although it has a very low statistics
and is not completely flat, gives an answer to the questions about the events with
multiplicities above 60. These events, with low FWM values, do not manifest any
noticeable correlation in the particle distribution relative to the leading particle.
The conclusion is that most probably the very high multiplicity events included in
this study are mostly uniform.
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Figure 5.13: Particle distribution relative to the leading particle for high multiplicity
events (Nch > 40).

Figure 5.14: Particle distribution relative to the leading particle for high multiplicity
events (Nch > 40) and Fox-Wolfram moments selection.
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5.11 Transverse momentum spectra dependence

on the event shape selection

A simple toy model using N particles with the same momentum magnitude dis-
tributed equidistant in azimuth was used to study the event shape phenomenol-
ogy in [Banfi2010]. In Figure 5.15, the results from [Banfi2010] are reproduced for
sphericity and thrust. This model is not well adapted for the purpose of this analysis
and a different approach is necessary. The main question is what happens with the
shape of the spectra when events are selected using a given event shape observable.
The way this problem was approached by generating particles with momentum val-
ues corresponding to a certain pT distribution for different multiplicities. Then, the
particles were randomly spread in the transverse plane and the shape modification
of the spectra was investigated for different event shape cuts and multiplicities.
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Figure 5.15: Sphericity and thrust (left) and FWM(right) for N equidistant particles.

The random generation of the pT values was done according to Boltzmann (eq.
(2.2)), Boltzmann-Gibbs Blast Wave (eq. (2.5)) and Tsallis Blast Wave (eq. (2.8))
parameterizations used in high energy physics and discussed in Chapter 2.

The value of the mass considered in the calculations is the mass of the charged
pions (139.6 MeV/c2). The values used for the parameters are listed in Table 5.3
and correspond to the values from [Petrovici2009] [Andrei2009].

Table 5.3: The parameters used for pT distribution random generation.

Model
Parameter

Temperature (MeV) β q

Boltzmann 170 - -
Blast-wave 110 0.6 -

Tsallis 70 0 1.15

The simulated Monte Carlo events were selected using each of the event shape
observables. The spectra for the “uniform” and for “all but uniform” events are
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plotted on top of the original simulated spectra in the first column of each of the
Figures 5.16 - 5.19 for thermal distribution, Figures 5.20 - 5.23 for the Boltzmann-
Gibbs Blast Wave model and Figures 5.24 - 5.27 for the Tsallis distribution. The
rows correspond to multiplicity values of 5, 10, 20, 40 and 60 from top to bottom. In
the second column the ratios between the selected uniform and non-uniform spectra
to the original one are plotted.

62



Event shape observables

(GeV/c)
T

p
0 0.5 1 1.5 2 2.5 3 3.5 4

C
o

u
n

ts
  

1

10

2
10

3
10

4
10

5
10 All

directivity<0.1

directivity>0.1

(GeV/c)
T

p
0 0.5 1 1.5 2 2.5 3 3.5 4

R
a

ti
o

  

0

0.2

0.4

0.6

0.8

1

directivity<0.1

directivity>0.1

directivity
0 0.2 0.4 0.6 0.8 1

N
u

m
b

e
r 

o
f 

E
v
e

n
ts

 

0

1000

2000

3000

4000

All
<2GeV/c

T

LPp
>2GeV/c

T

LPp

(GeV/c)
T

p
0 0.5 1 1.5 2 2.5 3 3.5 4

C
o

u
n

ts
  

1

10

2
10

3
10

4
10

5
10

(GeV/c)
T

p
0 0.5 1 1.5 2 2.5 3 3.5 4

R
a

ti
o

  

0

0.2

0.4

0.6

0.8

1

directivity
0 0.2 0.4 0.6 0.8 1

N
u

m
b

e
r 

o
f 

E
v
e

n
ts

 

0

500

1000

1500

2000

2500

3000

(GeV/c)
T

p
0 0.5 1 1.5 2 2.5 3 3.5 4

C
o

u
n

ts
  

1

10

2
10

3
10

4
10

5
10

(GeV/c)
T

p
0 0.5 1 1.5 2 2.5 3 3.5 4

R
a

ti
o

  

0

0.2

0.4

0.6

0.8

1

directivity
0 0.2 0.4 0.6 0.8 1

N
u

m
b

e
r 

o
f 

E
v
e

n
ts

 

0

500

1000

1500

2000

(GeV/c)
T

p
0 0.5 1 1.5 2 2.5 3 3.5 4

C
o

u
n

ts
  

1

10

2
10

3
10

4
10

5
10

(GeV/c)
T

p
0 0.5 1 1.5 2 2.5 3 3.5 4

R
a

ti
o

  

0

0.2

0.4

0.6

0.8

1

directivity
0 0.2 0.4 0.6 0.8 1

N
u

m
b

e
r 

o
f 

E
v
e

n
ts

 

0

500

1000

(GeV/c)
T

p
0 0.5 1 1.5 2 2.5 3 3.5 4

C
o

u
n

ts
  

1

10

2
10

3
10

4
10

5
10

(GeV/c)
T

p
0 0.5 1 1.5 2 2.5 3 3.5 4

R
a

ti
o

  

0

0.2

0.4

0.6

0.8

1

directivity
0 0.2 0.4 0.6 0.8 1

N
u

m
b

e
r 

o
f 

E
v
e

n
ts

 

0

200

400

600

800

1000

1200

Figure 5.16: Directivity selection on random thermal simulated distribution. The
rows correspond to multiplicity values of 5, 10, 20, 40 and 60 from top to bottom.
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Figure 5.17: Thrust selection on random thermal simulated distribution. The rows
correspond to multiplicity values of 5, 10, 20, 40 and 60 from top to bottom.
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Figure 5.18: Sphericity selection on random thermal simulated distribution. The
rows correspond to multiplicity values of 5, 10, 20, 40 and 60 from top to bottom.
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Figure 5.19: Fox-Wolfram moments selection on random thermal simulated distri-
bution. The rows correspond to multiplicity values of 5, 10, 20, 40 and 60 from top
to bottom.
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Figure 5.20: Directivity selection on random Boltzmann-Gibbs blast wave simulated
distribution. The rows correspond to multiplicity values of 5, 10, 20, 40 and 60 from
top to bottom.
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Figure 5.21: Thrust selection on random Boltzmann-Gibbs blast wave simulated
distribution. The rows correspond to multiplicity values of 5, 10, 20, 40 and 60 from
top to bottom.
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Figure 5.22: Sphericity selection on random Boltzmann-Gibbs blast wave simulated
distribution. The rows correspond to multiplicity values of 5, 10, 20, 40 and 60 from
top to bottom.
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Figure 5.23: Fox-Wolfram moments selection on random Boltzmann-Gibbs blast
wave simulated distribution. The rows correspond to multiplicity values of 5, 10,
20, 40 and 60 from top to bottom.
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Figure 5.24: Directivity selection on random Tsallis simulated distribution. The
rows correspond to multiplicity values of 5, 10, 20, 40 and 60 from top to bottom.
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Figure 5.25: Thrust selection on random Tsallis simulated distribution. The rows
correspond to multiplicity values of 5, 10, 20, 40 and 60 from top to bottom.

72



Event shape observables

(GeV/c)
T

p
0 2 4 6 8 10

C
o

u
n

ts
  

10

2
10

3
10

4
10

5
10 All

sphericity<0.8

sphericity>0.8

(GeV/c)
T

p
0 2 4 6 8 10

R
a

ti
o

  

0

0.2

0.4

0.6

0.8

1

sphericity<0.8

sphericity>0.8

sphericity
0 0.2 0.4 0.6 0.8 1

N
u

m
b

e
r 

o
f 

E
v
e

n
ts

 

0

1000

2000

3000

4000 All
<2GeV/c

T

LPp
>2GeV/c

T

LPp

(GeV/c)
T

p
0 2 4 6 8 10

C
o

u
n

ts
  

10

2
10

3
10

4
10

5
10

(GeV/c)
T

p
0 2 4 6 8 10

R
a

ti
o

  

0

0.2

0.4

0.6

0.8

1

sphericity
0 0.2 0.4 0.6 0.8 1

N
u

m
b

e
r 

o
f 

E
v
e

n
ts

 

0

500

1000

1500

(GeV/c)
T

p
0 2 4 6 8 10

C
o

u
n

ts
  

10

2
10

3
10

4
10

5
10

(GeV/c)
T

p
0 2 4 6 8 10

R
a

ti
o

  

0

0.2

0.4

0.6

0.8

1

sphericity
0 0.2 0.4 0.6 0.8 1

N
u

m
b

e
r 

o
f 

E
v
e

n
ts

 

0

200

400

600

800

1000

(GeV/c)
T

p
0 2 4 6 8 10

C
o

u
n

ts
  

10

2
10

3
10

4
10

5
10

(GeV/c)
T

p
0 2 4 6 8 10

R
a

ti
o

  

0

0.2

0.4

0.6

0.8

1

sphericity
0 0.2 0.4 0.6 0.8 1

N
u

m
b

e
r 

o
f 

E
v
e

n
ts

 

0

200

400

600

(GeV/c)
T

p
0 2 4 6 8 10

C
o

u
n

ts
  

10

2
10

3
10

4
10

5
10

(GeV/c)
T

p
0 2 4 6 8 10

R
a

ti
o

  

0

0.2

0.4

0.6

0.8

1

sphericity
0 0.2 0.4 0.6 0.8 1

N
u

m
b

e
r 

o
f 

E
v
e

n
ts

 

0

100

200

300

400

500

Figure 5.26: Sphericity selection on random Tsallis simulated distribution. The rows
correspond to multiplicity values of 5, 10, 20, 40 and 60 from top to bottom.
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Figure 5.27: Fox-Wolfram moments selection on random Tsallis simulated distribu-
tion. The rows correspond to multiplicity values of 5, 10, 20, 40 and 60 from top to
bottom.
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All the event shapes cuts used introduce a bias in the spectrum depending on
the multiplicity and the original spectrum. The conclusion of this study is that no
pT distribution (at least those used here) randomly spread in the azimuth can be
reconstructed after any event shape cut. For high multiplicity values the bias intro-
duced by the selection cut is smaller than for the low multiplicities but, obviously
present, even for multiplicity values at the end of the ALICE Central Barrel exper-
imental range (see section 4.2). It is worth mentioning that the bias is event shape
dependent. One possible qualitatively partial explanation of this bias may be given
by the results from section 5.11.2 where events with few evenly spread particles with
same momentum are selected by sphericity and thrust as uniform. Many particles
with similar values of momentum are improbable to be generated in the high pT
range of the spectrum. Hence, the low pT values are more probable to be found in
events selected as uniform. More extensive studies are needed in order to improve
this simplistic explanation which does not explain reasonably the spectra distortion
after FWM selection. A more realistic explanation would consider non-equidistant
particles as in Figure 5.34. For this toy model four particle events with relatively
close pT values oriented in a plus shape pass the uniformity test. Further study
of simple toy models may reveal that special configurations of a small number of
particles require close values of transverse momentum for each of the particles and
also spatial orientation that produces the mathematical conditions for selecting the
event.

The event shape observables are used in this thesis for soft event selection. The
evaluation of the selection can be done using a formula that simultaneously fits the
both regions. The ratio of the two soft and hard contributions can be evaluated
from the two distinct parts of the formula after a fit is performed. In this thesis,
the Bylinkin-Rostovtsev (eq. 7.3) formula is used for this task. The first part of the
formula corresponds to the thermal part of the spectrum, specific for soft processes.
The second part is a power law distribution and is well adapted for the high pT
region. The event shape selection eliminates almost completely the hard component
but it also modifies the shape of the soft spectrum.
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Figure 5.28: Mean sphericity (left), thrust (middle) and directivity (right) for all
(black), soft (blue) and hard (red) events. The soft and hard events are identified
according to the leading particle transverse momentum.
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Figure 5.29: Mean sphericity for “soft” (left), “hard” (middle) and all events (right).
The soft and hard are identified according to the leading particle transverse momen-
tum. Picture from [ALICE2012b].
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Figure 5.30: Mean transverse momentum as a function of multiplicity for isotropic
and non-isotropic events selected with sphericity, thrust, directivity and Fox-
Wolfram moments.

The mean transverse momentum for the events selected with sphericity, thrust,
directivity and Fox-Wolfram moments is plotted in Figure 5.30. For the generated
distribution (black line) the mean pT is obviously constant by construction. For
the isotropic events, the mean transverse momentum increases with the multiplicity.
This effect is due to the selection process that allows more high pT particles into the
data sample for high multiplicity events. This is visible in the spectra variation from
Figures 5.24-5.27 where at low multiplicities the isotropic events do not contain high
pT particles.

5.11.1 Isotropic events in Pythia

The pT spectra for the two extreme regions in the event shape observables are
represented in Figure 5.31. The events are selected as uniform or non-uniform by
using the cuts listed in Table 5.8.3.

For all the spectra presented, the tail of the distribution for the jet-like events
is above the tail for uniform events, all the ESO cutting events with high pT , in
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Figure 5.31: Pythia simulation of pT spectra for uniform and jet-like events for all
event shape observables. The cuts used are listed in Table 5.8.3.

accordance with the results from the previous section. It is not clear if combined
event shape cuts should be used.

A high number of particles will allow a wider phase space occupancy and a
smaller spectra bias, as shown by the results in the section 5.11. In the same time,
the ATLAS results [ATLAS2011b] shown in Figure 5.32 suggest that the number of
jets decreases rapidly, with almost an order of magnitude at each step. Events with
more than four jets are considered rare.

Using the same simulations another investigation was made regarding the event
shapes distributions. First, all the event shape profiles plotted in the third column
(in Figures 5.16 - 5.27) roughly reproduce the multiplicity dependence trend seen
for the real data or Pythia simulations. Second, sometimes the “hard” and “soft”
components are labeled as such according to the momentum of the leading particle
in the event. The usual cut used is p0

T = 2 GeV/c [ALICE2012b]. Since the event
shape selection will cut the tail of the pT spectra and the momentum of the leading
particle will have a lower value, a cut in pLPT will change the event shape distribution.
For example, a high value cut in sphericity will select events with low pLPT of the
leading particle, but also a low pLPT will select higher sphericity values, although, the
two selections are not a priori equivalent. The mean of the event shape distribution
is affected accordingly. The normalized event shape distributions with the pLPT
cut are shown in the third column of the previous plots. For low multiplicities a
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Figure 5.32: ATLAS results on multi-jet cross-section. In the left panel, the ratio
between the cross-section for n and n+1 jets is plotted. Figures from [ATLAS2011b].

clear separation between the two classes is present. The mean of the distributions
for “hard” and “soft” components and minimum bias for sphericity, thrust and
directivity are shown in Figure 5.28. Sphericity averages are compared with those
obtained in ALICE (Figure 5.29). Events for Boltzmann-Gibbs blast wave and
thermal models have low pLPT values and only few events are labeled as “hard”.

Another toy model was used for the three jet events. Again, the jets are approx-
imated by particles. The scan of the phase-space was done relative to one particle
with p0

T = 1 a.u., fixed in the origin ϕ = 0. All other momenta are considered
as a fraction of the reference pT . Instead of randomly distributing the other two
particles, one of them scans the pT range from 0 to p0

T and is oriented from 0 to π
relative to the reference particle. The third particle is orientation and momentum
are computed in order to fulfill the momentum conservation. Since this toy model
uses three particles, H6 was also computed. Figure 5.33 shows sphericity, thrust,
H2, H3, H4 and H6 for three particles events.

Similar to the four jets toy model, in this case, special configurations of the
momenta and also the orientation of the particles are required for the events to be
considered uniform. While in the case of jets this means that most probably high
energy jets will be rejected, in the case of “normal” particles it means that events
with low number of particles have a small chance to be selected as uniform, regardless
of the momenta of the particles. This means that soft events will be rejected unless
a very narrow configuration in the (pT , ϕ) phase space is reached. This phase space
study is not trivial to extend to higher multiplicities. A more suitable approach is
the one described in section 5.11.

5.11.2 Multiple jets

The model using N equidistant particles mentioned above cannot be used for trans-
verse momentum studies since all particles have the same momentum. Nonetheless,
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Figure 5.33: Sphericity, thrust and H2,3,4,6 for the 3 jets toy model.

it was a starting point for the next study. In [Banfi2010] it was demonstrated that
event shape observables are not sensitive to events with more than three equidistant
particles. This becomes very important when instead of particles one investigates
jets which are approximated for simplicity by single particles, ignoring the under-
lying event. Sphericity, thrust and directivity cannot identify events with multiple
jets evenly distributed.

Figure 5.34: Schematic view of the toy models used for event shape selection per-
formance.

The multiple jets may have different energies and orientations and in this section
another toy model is used in order to investigate what are the requirements on
the momenta and orientation of the pseudo-jets in order for the event to pass the
event shape cut. The toy model used in this section investigates the discrimination
capabilities of the event shape observables when two pairs of two back-to-back jets

80



Event shape observables

are orientated at different angles (see Figure 5.34). The momentum for the “jets”
is the same in each of the pairs (for momentum conservation) but may be different
for the jets in different pairs. The momentum is normalized to the largest value
without affecting the final result. A scan for the angle between the jets and also
the ratio of the momenta of the two pseudo-jets was performed and the results are
presented in Figure 5.35. In the case of sphericity (upper left) and thrust (upper
right) there are special configurations corresponding to almost equal momentum
pair of perpendicular jets. The regions where the events will pass the cuts (S > 0.8,
T < 0.7) is quite narrow for both event shape observables. Obviously, this is a
toy model and the real event shapes will be influenced by the underlying event
and the cone shape of the jets. There is no condition on the maximum transverse
momentum.

Figure 5.35: Sphericity, thrust, second and fourth Fox-Wolfram moments as a func-
tion of the angle between the two pairs of jets and the fraction of the momentum
relative to the largest one. The results are obtained for the four jets toy model.

Only two Fox-Wolfram moments are shown in the lower plots of Figure 5.35.
The reason is that one of the properties of the Fox-Wolfram moments mentioned
in section 5.5.1 is that a given Fox-Wolfram moment will have a high value if the
geometry of the event shows a periodicity and the order of the moment is a multiple
of that specific periodicity. For the toy model used in this section, when the lowest
momentum value is relatively small or the orientation of the jets is close to parallel,
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the event shape periodicity is 2. When the jets will have similar momentum values
and will be perpendicular, the degree of symmetry is 4. This is clearly visible in
the distributions of the two chosen FWM. H2 is close to 1 when the two jets are
(almost) collinear or the low momentum jets are negligible. On the other hand, the
H4 value is high when the two jets are oriented at 90◦ or collinear, but also when
the values of the lowest jet pT is close to 0 and the event is basically reduced to only
two back-to-back jets. H4 cannot differentiate between two or four evenly spread
jets/particles. Although there are configurations of the jets pair for which H2 or H4

have small values, no region will allow both FWM to reach values in order to pass
the uniformity cuts. This is a strong argument in favor of using a combination of
FWM instead of single event shape observable, at least for this analysis.

The results in this section are in accordance with the results presented in section
5.11. High momentum particles require that the same event contains other particles
with similar momentum and proper orientation. It is unlikely that enough particles
with high momentum to be generated in the same event for any of the input distri-
butions used, even for high multiplicities. Although this toy model uses a very low
number of particles, it gives a reasonable explanation to the tail cancellation of the
event shape selection. Low values of the leading particle transverse momentum are
specific to the soft region and the ESO select such events with the bias discussed in
section 5.11. The toy model indicates also that a rather restrictive relative distribu-
tion of the particles momenta is needed in order to have azimuthal isotropy, but it
does not give a definitive answer to how the pT spectrum shape will be affected.

This model could be improved by introducing more particles, eventually with
rather low pT values to simulate the underlying event. This will shift the event
shapes toward the isotropic region as suggested by Figure 5.3.

Considering more than four jets is a problem difficult to investigate. For the
moment, the analysis is done under the assumption that special configurations of
each of the jet momenta and orientations are needed in order to pass the FWM
cuts, but also for sphericity and thrust, event shape observables that are proven to
be less sensitive. Events with more than four jets are also improbable. A plausible
hint in this direction is given by the ATLAS results from [ATLAS2011b] shown in
Figure 5.32 with the mention that the analysis conditions are different. Although
the ATLAS results are obtained in a different acceptance region and the momentum
of the jets is extremely high, it is reasonably to assume that most of the jetty events
have a relatively low number of jets.

Minijets, on the other hand, may have a rather high multiplicity. Their contri-
bution is evaluated via two particle correlations.

The models presented above for a very small number of particles/jets give a hint
about the conditions required for an event to be considered uniform.

5.12 Discussion

Modified transverse Fox-Wolfram moments were investigated. The results based
on simulations indicate that this class of event shape observables can be used to
separate events with highly isotropic azimuthal distribution. Compared with other
observables, the FWM are, by definition, build to be used as a multidimensional
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event selection, a more natural method to discriminate between events. The particle
distribution relative to the leading particle in the events selected using the FWM
is very close to being uniform. Also, the pT spectra of the uniform events are quite
different from the same distribution in high multiplicity events and, even more, from
the minimum bias events. This result is strongly encouraging.

Considering the “ladder” pattern in the distribution of the number of jets and the
narrow region in phase space where jets can be labeled as uniform by the sphericity,
and thrust, the conclusion is that jets are rejected with high probability.

The downside of using events shape observables is that the transverse momentum
spectra are biased and a fake signal of flow might be introduced when selecting
isotropic events. This fake positive signal does not exclude a real signal but cannot
be easily separated from a real collective behavior.

The cut values used in this analysis were established empirically. A systematic
study focused on finding better suited parameters for event selection taking into
account the minimization of the fake signal is mandatory. It will be extremely
useful to implement a more consistent set of FWM cuts in order to separate the
event classes more rigorously.

Another highly promising direction is to analyze extremely high multiplicity (i.e
greater than 80) events from the high multiplicity runs selected by the ALICE trig-
ger. Also, it is not obvious how many Hl values are necessary to select highly
azimuthal isotropic events. The first 8 values presented in this study were evalu-
ated and demonstrated good capabilities in selecting high multiplicity azimuthally
isotropic events.

Sphericity, Thrust, Recoil and Directivity event shapes were implemented in the
ALICE official analysis framework - AliRoot. Also the performance of the mentioned
observables in selecting events with azimuthal isotropy was investigated and the
corresponding pT spectra were reconstructed. Despite their simplicity, the event
shapes used can distinguish events with azimuthal distribution relatively uniform
and have an immediate consequence on the shape of the transverse momentum
spectra. As perspectives, the actual limits for the event shape cuts will be further
investigated, in order to implement a more consistent set of values, without analyzing
a very narrow region in the phase space and, hence, treating mostly fluctuations.
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Chapter 6

Efficiency corrections

Particles reconstructed in analyzed events do not always originate in the primary
vertex. The most probable sources of contamination are particle decays and secon-
daries produced in the particle interaction with the material present in the experi-
ment. Also, some particles will not be detected due to the limited acceptance and
efficiency or the interaction with the material. Both effects can be evaluated using
Monte Carlo simulations once the detector response and the material distribution
in the experiment are known.

6.1 Trigger efficiency

Due to limited acceptance and efficiency of the trigger detectors, some collisions
may not be triggered. Monte Carlo simulations using the PYTHIA generator were
used for evaluating the trigger efficiency. This efficiency was found to be very close
to 100%.

6.2 Vertex efficiency

The influence of the vertex reconstruction and position were investigated. Some
events recorded with the minimum bias trigger may not have a reconstructed vertex.
The vertex reconstruction efficiency is defined as the ratio between the number of
events triggered which have a reconstructed vertex position and total number of
triggered events. The vertex reconstruction efficiency was investigated directly on
data and was found to be ≈ 89%. The vertex reconstruction efficiency is used for
the minimum bias invariant spectrum.

Another study evaluates how the tracking efficiency is affected by the vertex
position along the z axis. The tracking efficiency for events with vertex position in
the center of the detector (|vertexZ | < 0.5 cm) and 9 cm < |vertexZ | < 10 cm are
plotted in Figure 6.1.
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Figure 6.1: Tracking efficiency as a function of vertex position along the z axis
(left panel). In the right panel the ratio of the efficiency for events with the vertex
position near the center of the detector and events with the reconstructed vertex
position between 9 and 10 cm from the center is plotted

6.3 Acceptance and tracking efficiency corrections

The acceptance and tracking efficiency presented here are defined as the ratio be-
tween the reconstructed tracks, after the track cut selection, and the generated
primary particles in the event. Only events that pass the cut selection for trig-
ger configuration, vertex reconstruction and vertex position are considered. Only
primary reconstructed particles are included since the feed-down contamination is
removed separately by using DCA studies described in section 6.4.1.

6.3.1 Multiplicity dependence

Efficiency was proved in the early stages of the analysis to be multiplicity dependent
(see Figure 6.3). The trend was that the efficiency was growing with multiplicity and
it was also model dependent. There is no multiplicity dependence of the efficiency
when the selection is made using the generated multiplicity (given by the model used
in the simulation). This independence on generated multiplicity can be understood
by the fact that the correlation matrix (Figure 4.4) has a constant slope. This esti-
mates, with a good approximation, the mean reconstruction efficiency which is not
multiplicity nor model dependent. It is given only by the detector performance. The
correlation matrix includes secondary particles contamination but their contribution
is, as shown in section 6.4.1, uniform as a function of multiplicity and at the level
of few percents. This does not have a strong influence on the correlation matrix,
especially regarding the multiplicity dependence.

The detector performance is not at the origin of this dependence since ALICE
is a detector designed to cope with multiplicities generated in Pb-Pb collisions.
These are two orders of magnitude higher than the multiplicities in proton-proton
events. Even further, the detector performance would decrease the efficiency at high
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multiplicities and not increase it.

The reason for this behavior of the efficiency resides in the multiplicity selection
method itself. Global multiplicity reconstruction performance is plotted in Figure
4.4. As can be seen, the distribution of reconstructed multiplicity has, for a given
generated multiplicity, a rather wide Gaussian shape. When a cut is applied on a
chosen global multiplicity range, different parts of each Gaussian distributions for
the generated multiplicities are mixed. Since the multiplicity distribution is not flat,
a high number of events with high number of reconstructed particles, corresponding
to a high efficiency are mixed with a lower number of events with low efficiency.
In Figure 6.2 there is an example of a bin selection (between gray lines) using the
reconstructed multiplicity. Three generated distributions are plotted in the same
region as the reconstructed multiplicity bin. In the reconstructed multiplicity bin
many of the events come from the middle of the distribution of the generated bin
that is colored in green. The tracking efficiency for this class of events is roughly
the mean efficiency given by the slope of the multiplicity correlation matrix. There-
fore, it does not introduce a significant efficiency bias. Also, many events in the
selected multiplicity bin are contributions from the tails of the neighbor bins. The
contamination from the lower bin (in red) is coming from events with high track re-
construction efficiency or high feed-down contamination (or both), while the upper
bin (in blue) biases the efficiency toward lower values. The two tails have different
number of events (strongly decreasing toward higher bins) with different number of
particles and the overall bias is not canceled.

This multiplicity dependence of the tracking efficiency cannot be used as it is,
because it is different for different models. The model dependence, originating in the
difference between multiplicity distributions of the two models, makes it impossible
for the efficiency to be used on a bin-by-bin basis.

One solution is to use the combined multiplicity estimator defined in section
4.2, [Shahoyan]. This estimator counts the global tracks, the tracks reconstructed
by the ITS that are not global tracks and the remaining tracklets in the ITS that do
not correspond to any of the previous categories. Even if the argument of combining
events with high efficiency with events with low efficiency remains valid, the fact that
the Gaussian distributions are narrower than in the case of global multiplicity results
in a much lower multiplicity dependence of the efficiency. Multiplicity selection for a
narrower correlation matrix, closer to the diagonal, as shown in Figure 4.6, is similar
with the case of selecting multiplicity using generated tracks. When selecting events
using generated multiplicity the efficiency is the same for all multiplicity bins, as
mentioned before. Use of the combined multiplicity estimator limits event migration
between multiplicity bins.

A weight calculated using the generated and unfolded multiplicity distributions
can be used in the efficiency estimation. The results are similar to the results
obtained with the combined multiplicity estimator [Herghelegiu2012].

The efficiency in each of the six multiplicity bins defined for the MB trigger and
three bins for the HM trigger is shown in Figure 6.7. Except statistical fluctuations,
the efficiency shows a rather negligible multiplicity dependence. The plot in Figure
6.8 shows the ratios of the efficiencies for all the multiplicity bins relative to the
minimum bias efficiency calculated for all the events. The pT range was reduced
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Figure 6.2: Generated bin mixing for a given reconstructed multiplicity bin. The
reconstructed multiplicity distribution is displayed in black. The red, green and blue
lines represent three consecutive generated multiplicity bins. This example is shown
for illustration purpose only. It does not represent an experimental case.
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to the region where the fluctuations are low enough to evidence any multiplicity
dependence. The maximum deviation of the efficiency is below 2% in the region
with reasonable statistics.

Figure 6.3: Global multiplicity bins - efficiency dependence.

Figure 6.4: Bin by bin ratio for the global multiplicity.

Multiplicity bin limits are shown in table 6.1. The seventh multiplicity bin
for MB trigger is not used in the analysis. It has the same limits as the first
high multiplicity bin in order to investigate any bias from the hardware trigger by
comparing the raw spectra from different triggers on the same multiplicity range.
The ratio between the two spectra for the same multiplicity range recorded with
the two trigger configurations is plotted in Figure 7.4. The ratio is very close to
1 and, within the error bars, the two spectra are in good agreement (∼ 2%). The
mean combined multiplicity value, in each multiplicity bin, was calculated from the
reconstructed combined multiplicity distribution. The mean combined multiplicity
for the minimum bias case is 8.69.
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Figure 6.5: Minimum Bias efficiency for Pythia and Flat Pythia simulations.

6.3.2 High multiplicity bins efficiency

Simulated anchored runs from the LHC10e period that include a high multiplicity
trigger have very low statistics (∼10% of data statistics) and cannot be used for
efficiency estimation bin-wise. The only way to investigate the efficiency at such
high multiplicities is by using flat multiplicity runs from the LHC10d period. These
runs are simulated using the Pythia 8 generator. The multiplicity distribution is
biased as shown in Figure 6.9. The tracking efficiency is found to be multiplicity
dependent for the combined multiplicity estimator within a few percents. Therefore,
different multiplicity bins that were selected with the combined estimator can be
corrected with the efficiency evaluated with high statistics at minimum bias. The
multiplicity dependence is included in the final systematic uncertainty.

6.3.3 Efficiency dependence on event shape observables

Results from section 5.11 show a bias toward low pT values for the events selected as
”uniform” by the event shape observables. Therefore, the efficiency dependence on
the event shape cuts was also studied. Tracking efficiency for event shape selection in
each multiplicity bin is plotted in Figures 6.10, 6.12, 6.14 and 6.16. The multiplicity
bins are presented as follow. The first row contains the first three bins, followed
by the last three minimum bias bins on the second row. For Sphericity, Thrust
and Directivity, the efficiency is plotted in red, green and blue corresponding to
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Figure 6.6: Global multiplicity bin by bin ratio for the efficiency of Pythia and Flat
Pythia runs.
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Figure 6.7: Tracking efficiency for combined multiplicity bins for MB and HM trig-
ger.

Figure 6.8: Tracking efficiency for minimum bias combined multiplicity bins (left
panel). The ratio of the efficiency in each multiplicity bin and the minimum bias
efficiency is plotted on the right panel.
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Table 6.1: The correspondence between global and combined multiplicity bin limits.

Trigger
Bin no.

Estimator
Global Combined

Mean Combined
Multiplicity

Minimum Bias

0 0-5 0-6 3.26
1 6-9 7-12 9.17
2 10-14 13-19 15.59
3 15-22 20-28 23.25
4 23-31 29-39 32.72
5 32-39 40-49 43.31
6 40-49 50-59 53.21

High Multiplicity

1 40-49 50-59 53.21
2 50-62 60-71 63.57
3 63-72 72-82 75.27
4 >72 >82 87.63

the low, medium and high values for each of the event shapes. The medium values
are defined as the values between the isotropic and non-isotropic regions identified
using the values from Table 5.8.3. For the Fox-Wolfram moments, red is used for
the azimuthally isotropic events, while green is for everything else. In Figures 6.11,
6.13, 6.15 and 6.17, the efficiencies divided by the efficiency in the corresponding
multiplicity bin are plotted. The bin ordering and the coloring convention is the
same. For all the event shape observables, the efficiency at low transverse momenta
is higher for ”isotropic” events and lower at high pT values. This behavior is in
good agreement with the results from section 5.11. Events with low pT particles
are preferentially selected by the event shape observables. Either these events have
a non-biased efficiency that would allow the event to be selected as uniform, or
events containing higher pT particles must have a low efficiency in that pT region
in order to lose those particles. A bias towards low transverse momenta can be
achieved if the efficiency at high pT is low and the particles with low pT are well
reconstructed. The argument can be mirrored for the ”non-isotropic” events where
the low momenta contribution is reduced by a low efficiency and the high momenta
must have a high reconstruction probability. Similar to the results from section 5.11,
the bias is smaller for high multiplicity bins.
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Figure 6.9: Flat multiplicity distribution.
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Figure 6.10: Efficiency in multiplicity bins for sphericity event selection. Isotropic
events (S > 0.8) are plotted in blue. Green correspond to events with sphericity
between 0.4 and 0.8. The efficiency for the pencil-like events with S < 0.4 is plotted
in red.
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Figure 6.11: Efficiency in multiplicity bins for sphericity cuts relative to the effi-
ciency in the corresponding multiplicity bin. Red, green and blue correspond to
low, medium and high sphericity values.
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Figure 6.12: Efficiency in multiplicity bins for thrust cuts. Isotropic events (T <
0.72) are plotted in blue. Green correspond to events with thrust between 0.72 and
0.85. The efficiency for the pencil-like events with T > 0.85 is plotted in red.

95



Efficiency corrections

 (GeV/c)
T

p
1 2 3 4 5 6 7 8 9 10

E
ff
ic

ie
n
c
y

0

0.5

1

1.5

2

This thesis

Minimum bias  bin 0

 (GeV/c)
T

p
1 2 3 4 5 6 7 8 9 10

E
ff
ic

ie
n
c
y

0

0.5

1

1.5

2

T<0.72

0.72<T<0.85

T>0.85

Minimum bias  bin 1

 (GeV/c)
T

p
1 2 3 4 5 6 7 8 9 10

E
ff
ic

ie
n
c
y

0

0.5

1

1.5

2
Minimum bias  bin 2

 (GeV/c)
T

p
1 2 3 4 5 6 7 8 9 10

E
ff
ic

ie
n
c
y

0

0.5

1

1.5

2
Minimum bias  bin 3

 (GeV/c)
T

p
1 2 3 4 5 6 7 8 9 10

E
ff
ic

ie
n
c
y

0

0.5

1

1.5

2
Minimum bias  bin 4

 (GeV/c)
T

p
1 2 3 4 5 6 7 8 9 10

E
ff
ic

ie
n
c
y

0

0.5

1

1.5

2

Minimum bias  bin 5

Figure 6.13: Efficiency in multiplicity bins for thrust cuts relative to the efficiency in
the corresponding multiplicity bin. Red, green and blue correspond to low, medium
and high thrust values.
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Figure 6.14: Efficiency in multiplicity bins for directivity cuts. The efficiency for
isotropic events is plotted in red, the pencil-like events in blue, and events with
medium directivity values in green.
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Figure 6.15: Efficiency in multiplicity bins for directivity cuts relative to the effi-
ciency in the corresponding multiplicity bin. Red, green and blue correspond to low,
medium and high thrust values.
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Figure 6.16: Efficiency for multiplicity bins using Fox-Wolfram cuts. In red, the
azimuthally isotropic events are plotted. The efficiency for the rest of the events is
plotted in green.
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Figure 6.17: Efficiency for multiplicity bins using Fox-Wolfram cuts relative to the
efficiency in the corresponding multiplicity bin. Isotropic events are plotted in red,
while the rest of the events are plotted in green.
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6.4 Feed down correction

Inside the detector not only primary particles are reconstructed, but also particles
coming from weak decays or from interaction of the generated particles with the
material of the detectors, mechanical framework or any other piece of equipment
present in the experiment. These are the two main sources of contamination of the
original particles and are called feed-down contamination.

6.4.1 Distance of closest approach studies

Secondary particles cannot be identified as non-primary on a track by track basis.
Although some particles can be identified as secondaries, it is impossible to eliminate
all the contaminations using standard track cuts. The method used to evaluate
the feed-down correction is based on the DCA - Distance of Closest Approach -
parameter of each of the reconstructed tracks [Andrei2012]. The DCA represents
the minimum distance between the extrapolated trajectory of the track and the
main vertex (see Figure 4.3). The DCA cuts in the z direction and the transverse
plane, described in section 4.1.6, reduce the secondary particles contamination in
the final spectra but cannot fully eliminate it as some secondary particles will have
low DCA values and cannot be discriminated from the real primary particles.

The distributions of primary, weak decays and secondary interactions contribu-
tions are obtained using the same binning in pT as used for the efficiency and raw
spectra. The distributions of the DCA parameter for primary and secondary par-
ticles are plotted in Figure 6.18. These distributions show that it is impossible to
eliminate all the secondary particles from the analyzed sample using a DCA cut
applied track by track. Some secondary tracks will pass any DCA cut and the con-
tamination is non-negligible. Instead, one can use these distributions to evaluate
the feed-down correction in a global manner, as a fraction of the total particle yield
in each pT bin. The principle of this method is based on the different shape of the
DCA distributions of the three types of particles. These three shapes can fit the
DCA distribution from the data in a single pT bin. One example of such a fit is
shown in Figure 6.18. The data DCA distribution is fitted with primary, material
and secondary particles distributions obtained from Monte Carlo simulations, each
scaled with a corresponding free parameter of the fit. Once these parameters are
found, they are used to evaluate the feed-down correction using the DCA distri-
butions obtained in the corresponding pT bin with the pT dependent DCA track
cut.

The feed-down correction was not evaluated directly from the Monte Carlo sim-
ulations because the strangeness yield is not correctly reproduced in the models.
On the other hand, the DCA shape for weak decays and material interactions are
well reproduced by the models. This is the reason why the shapes of the DCA
distributions can be used for the fit. The amplitudes are the fit free parameters.

Similar to the tracking efficiency, the feed-down correction was also studied as a
function of multiplicity. There were two reasons for this study:

• the multiplicity dependence of the efficiency was unexpected and it is a pre-
caution to investigate any multiplicity dependence of the feed-down;
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• strangeness yield variations with multiplicity might influence the final correc-
tion.

Multiplicity dependence of the feed-down correction is plotted in Figure 6.19.
For both high pT and high multiplicity bins, the statistics was insufficient and made
the evaluation of the exact correction difficult [Andrei2012]. Also, at low pT val-
ues, the corrections are ordered for the multiplicity bins. There are arguments to
believe that this is nothing but an artifact from the actual fit. For example, the
gap between bins was strongly reduced by adding more statistics to the analysis.
Also, the distribution for the highest multiplicity bin was clearly lower than the
other distributions for the whole pT range and, again, the difference was reduced
by adding more statistics. The explanation for this artifact is that low statistics
will result in few histogram bins being filled for the material contamination and also
for the extremities of the secondaries. This means that the fit will be done mostly
using the peak in the primary particle distribution and the feed-down relative con-
tribution will be reduced. Based on this considerations, the feed-down correction
was calculated for the minimum bias events and applied to the spectra in each of
the multiplicity bins. For high pT values the correction was extrapolated using a
constant value.

The difference in contamination between multiplicity bins is below 0.5% and is
included in the systematic uncertainties. As mentioned, the difference was bigger
for lower statistics and, therefore, may further decrease when the statistics is higher.
The DCA analysis included all the runs available for the LHC10d period for data
and Monte Carlo simulations.
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Figure 6.18: Feed-down contamination estimation in one pT bin. The data are
represented in gree, the simulated primary particles in red, the weak decays and
material in blue and black, while the total sum is displayed in magenta. The fit
result is represented by the black line.

Figure 6.19: Multiplicity dependence of the feed-down correction.
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6.5 Systematic uncertainties

6.5.1 Acceptance and tracking efficiency

Tracking efficiency - multiplicity dependence
In the case of multiplicity dependence of tracking efficiency, there is a small devi-

ation from the minimum bias efficiency of ≈ ±2% (see Figure 6.8). The systematic
error was evaluated searching in each pT bin for the largest deviation from minimum
bias. In order to eliminate the effect of limited statistics, each efficiency ratio was
fitted with a polynomial function of degree 9 and the extreme values were found us-
ing the fitting functions. The multiplicity bin number 5 was eliminated due to very
large statistical fluctuations. The difference between the minimum and maximum
deviations was averaged. For pT values larger than ∼9 GeV/c, the fluctuations in
the final systematic effect were removed using a procedure similar to the one used
for the DCA correction (i.e fit with quadratic function, in red). The initial and final
(smoothed) distributions are plotted in Figure 6.20.
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Figure 6.20: The systematic effect for the multiplicity cut.

Track cuts - parameter variation
The systematic uncertainties evaluated from the parameter variation method

for the track cuts described in section 4.1.6. The influence of the cut variation is
evaluated for the minimum bias spectrum using the efficiency and DCA correction
obtained for each of the parameters. The track cuts values have been modified,
one by one, according to table 6.2. The deviation from the standard minimum bias
spectrum, as a function of pT , is plotted in Figure 6.21. The fully corrected spectra,
including the feed-down correction obtained for the same cut variation in each of
the cases, were divided by the standard cut spectrum. The deviations for all the
parameters are shown in Figure 6.21. For all parameters the relative variation is pT
dependent and below a few percents. To evaluate the final systematic uncertainty,
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the difference between the deviations for each cut in absolute value in computed.
All the values obtained for the cut parameters are considered in the final systematic
uncertainty evaluation. The systematic error is at the level of a few percents for
the number of TPC clusters. At low pT values, i.e below 1 GeV/c, the χ2 per
TPC cluster induces a deviation of almost 4%. All other cuts have associated errors
smaller than 1% for the whole pT range up to 10 GeV/c.

Table 6.2: Systematic errors associated to parameter variation.
Track cut parameter low standard value high associated error
No. of TPC clusters 60 70 80 . 3%
χ2 per TPC cluster 3 4 5 . 4%

DCAz[cm] 1 2 3 . 2%
DCAxy 6σ 7σ 8σ . 2.5%
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Figure 6.21: Systematic errors associated with parameter variation for each of the
track cuts listed in the table 6.2. The variation is represented as a percentage of the
minimum bias yield.

Tracking efficiency
The systematic error for the tracking efficiency in the central barrel of ALICE is

evaluated at 4% for the charged particles.

6.5.2 Fake tracks and multiple track reconstruction

The fake tracks are defined as tracks that do not pass the requirement on the number
of correctly assigned clusters [ALICE2006].
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Figure 6.22: Fake tracks contamination for the charged particles.

6.5.3 Feed-down correction uncertainty

The DCA correction is, in most of the pT bins, at the level of a few percents. There is
a small difference between different multiplicity bins and is, most probably, coming
from the limited statistics. Secondaries contamination is under-evaluated in low
statistics samples due to the fit method described in section 6.4.1. This systematic
effect could be eliminated by adding more statistics, both for data and for Monte
Carlo simulations. In this analysis, all the available data samples were used.

The systematic error was evaluated as follows: in each pT bin, the minimum
and the maximum DCA correction are identified for all the multiplicity bins. After
subtracting the lowest value from the higher one, the result is divided by the DCA
correction for the minimum bias. The systematic effect for the feed down correction
is below 0.6%, as depicted in Figure 6.23.

At high pT values, in order to reduce the rather large statistical fluctuations,
a fit with a quadratic function was used, as shown in Figure 6.23. For pT values
larger than 5 GeV/c, region where the available statistics is insufficient for DCA
studies, the extrapolation was done using a constant value. This value is below
0.1%. Although the contamination decreases with the transverse momentum, a
constant value was used for the extrapolation, based on a cautious approach.

Pileup
For the LHC10d period, the maximum value of the Poisson distribution param-

eter - µ, for the selected runs, is 0.054. Although pileup rejection was used in the
analysis, events closer than the vertex resolution cannot be rejected. The pileup
contribution to the final spectra was evaluated comparing runs with µ ≤ 0.031 and
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Figure 6.23: Systematic error asociated with the DCA correction. In the left plot,
the initial evaluation shows large fluctuations at high pT . The result of fluctuation
removal using a quadratic fit is plotted in the right side.

those with µ ≥ 0.052. The raw spectra normalized to the number of events for the
two cases are plotted in Figure 6.24. In the right panel, the ratio between the spec-
tra obtained for low and high pileup values is shown. A linear fit of the ratio shows
that the ratio is close to 1. Therefore, no pileup systematic effect was considered in
the final systematic uncertainty evaluation.

All the systematic errors previously described were added quadratically. The
final result is plotted in Figure 6.25 as percentage of the yield in corresponding pT
bin. The main contribution is coming from the 4% tracking efficiency.
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Figure 6.25: Total systematic uncertainty.
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Chapter 7

Results

The results presented in this chapter are obtained using the standard cuts presented
in Chapter 4. Transverse momentum spectra presented in this thesis were evaluated
using the efficiency presented in the previous chapter.

7.1 Transverse momentum spectra

In this section, the transverse momentum spectra for the minimum bias, multiplicity
bins and event shape cuts in all the multiplicity bins are presented. The minimum
bias spectrum represents the invariant yield and it is normalized to the inelastic
number of events. All the spectra for the multiplicity and event shape cuts in
multiplicity bins are normalized to the number of events in the corresponding class.

The multiplicity wise transverse momentum spectra are corrected according to
the formula:

d2Ncorrected

dηdpT
=

1

Nevents

1

Effacc×track

1

Efffeed−down

d2Nraw

dηdpT
(7.1)

where Effacc×track is the acceptance and tracking efficiency and Efffeed−down is
the feed-down correction.

7.1.1 Minimum Bias spectra

The efficiency and feed-down corrections used for the minimum bias spectra are
plotted in Figure 7.1. The final corrected spectra is plotted in the left panel of
Figure 7.2 in red. The black point are from another ALICE analysis [Otwinowski].
The ratio between the two spectra obtained by two independent analysis is plotted in
the right panel. The agreement at the level of ≈ 2% and it is within the systematic
errors. Here, the invariant yield is obtained by normalizing the spectrum to the
inelastic number of events. This is evaluated taking into account the vertex and
trigger efficiency. An additional factor of 0.852 was applied in order to correct for
the inelastic cross section.
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Figure 7.1: Minimum bias tracking efficiency (left panel) and feed down correction
(right panel).
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Figure 7.2: Transverse momentum spectra for minimum bias (left panel). Red points
are the results of this analysis, while black points are obtained in another ALICE
analysis. In the right panel, the ration between the two results is displayed.

108



Results

7.1.2 Transverse momentum spectra - multiplicity depen-
dence

The transverse momentum spectra in each of the multiplicity bins was corrected
with the efficiency for the minimum bias. A comparison between the LHC10d and
LHC10e period is plotted in left panel of Figure 7.3. The ratio between the efficiency
for the LHC10d and LHC10e periods is plotted in the right panel. The ratio is
relatively flat and indicates a higher efficiency for the LHC10d period of about
2.5%.
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Figure 7.3: Minimum bias efficiency for LHC10d and LHC10e periods (left panel)
and ratio between them (right panel).

The fully corrected transverse momentum spectra for all the multiplicity bins
from the minimum bias and high multiplicity trigger are plotted in Figure 7.4. The
high multiplicity bins are corrected with the efficiency from the LHC10d period due
to lower statistical fluctuations. A 2.5% scaling factor has been applied to correct
for the period bias shown in Figure 7.3.

7.2 Event Shape selected spectra

For all the multiplicity bins event shape cuts were applied according to the Table
6.2. The efficiency correction was done bin wise using the efficiencies from Figures
6.10, 6.14, 6.12, 6.16. The feed-down correction used was the one from minimum
bias, the same as for the minimum bias multiplicity spectra.

7.2.1 Minimum Bias trigger

For the minimum bias multiplicity bins, the results for sphericity, directivity, thrust
and Fox-Wolfram cuts are plotted in Figures 7.5, 7.6, 7.7 and 7.8. The multiplicity
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Figure 7.4: Left panel : transverse momentum spectra for the nine multiplicity bins
listed in Table 6.1. Particle yield increases with the bin number. The lowest dis-
tribution (red) corresponds to bin 0 of minimum bias events. Right panel : ratio
between the raw spectra in the same multiplicity range for the minimum bias and
high multiplicity trigger.

bins are displayed as follows: the first three bins are plotted in order on the first
row and the last three bin on the second row. All the spectra are normalized to the
number of events analyzed in the corresponding class.

For all the event shape cuts, the spectra for “non-isotropic” events have long
tails. The events labeled as “isotropic” have a “softer” shape.

7.2.2 High Multiplicity trigger

The same study was done on spectra selected with event shape cuts in high multi-
plicity bins. The results are shown in Figures 7.9-7.12
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Figure 7.5: Transverse momentum spectra in six minimum bias bins and three
sphericity cuts.
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Figure 7.6: Transverse momentum spectra in six minimum bias bins and three
directivity cuts.
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Figure 7.7: Transverse momentum spectra in six minimum bias bins and three thrust
cuts.
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Figure 7.8: Transverse momentum spectra in six minimum bias bins and Fox-
Wolfram moments cuts corresponding to isotropic and non-isotropic events.
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Figure 7.9: Transverse momentum spectra in three high multiplicity bins and three
sphericity cuts.
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Figure 7.10: Transverse momentum spectra in three high multiplicity bins and three
directivity cuts.

 (GeV/c)
T

p
1 2 3 4 5 6 7 8 9 10

1
 (

G
e

V
/c

)
η

d
T

d
p

N
2

d
 

e
v

N
1

210

110

1

10 This thesis

High multiplicity  bin 1

 (GeV/c)
T

p
1 2 3 4 5 6 7 8 9 10

1
 (

G
e

V
/c

)
η

d
T

d
p

N
2

d
 

e
v

N
1

210

110

1

10

T<0.72

0.72<T<0.85

T>0.85

High multiplicity  bin 2

 (GeV/c)
T

p
1 2 3 4 5 6 7 8 9 10

1
 (

G
e

V
/c

)
η

d
T

d
p

N
2

d
 

e
v

N
1

210

110

1

10

High multiplicity  bin 3

Figure 7.11: Transverse momentum spectra in three high multiplicity bins and three
thrust cuts.
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Figure 7.12: Transverse momentum spectra in three high multiplicity bins and Fox-
Wolfram moments cuts corresponding to isotropic and non-isotropic events.
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7.2.3 Mean transverse momentum - multiplicity dependence

The mean transverse momentum obtained using the Levy-Tsallis and Bylinkin fits,
performed on two different ranges are plotted in the left panel of Figure 7.13. On
the right panel, the mean pT as a function of multiplicity from the fit using the
Bylinkin - Rostovtsev parameterization is reported. The value of the mean pT is
evaluated on the fit range from 0 to 10 GeV/c. The systematic uncertainties are
calculated using the difference between the mean pT values obtained with the two
fitting functions shown in the left panel on the same range (0-10 GeV/c).

Levy-Tsallis:

d2N

dpTdη
= pT

dN

dη

(n− 1)(n− 2)

nC(nC +m0(n− 2))

(
1 +

mT −m0

nC

)−n
(7.2)

Bylinkin and Rostovtsev:

dσ

pTdpT
= Aeexp

(
−Ekin

T /Te
)

+
A(

1 +
p2T
T 2·n

)n (7.3)
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Figure 7.13: Mean transverse momentum for all multiplicity bins. The results are
obtained from the fitting functions (see the text). On the right panel, the mean pT
obtained with the Bylinkin-Rostovtsev parameterization with the asociated system-
atic errors is plotted.

The mean pT for the minimum bias events is compared with the CMS results
[CMS2010b] in Figure 7.15.
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Figure 7.14: Fit quality for all six minimum bias and three high multiplicity bins.
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Figure 7.15: Mean transverse momentum for minimum bias events. The red point
represents the result obtained in this analysis.
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7.3 Towards isotropic events

The spectra for events close to azimuthal isotropy, selected with the sphericity,
thrust, directivity and Fox-Wolfram moments are plotted in Figures 7.16 and 7.17.
The slope of the transverse momentum distributions for the events selected in this
way, is changing with the multiplicity. As it was shown in Chapter 5, Figure 5.31,
based on Pythia model, the power law tails observed in Figure 7.4 where the pT
spectra for different multiplicity bins are presented, are drastically reduced in Figures
7.16 and 7.17 where nearly azimuthal isotropic events were selected.

Based on this observation, a fit of the pT spectra for different multiplicities for
events close to azimuthal isotropy using Boltzmann-Gibbs blast wave expression was
done (eq. 2.5, the n parameter was fixed to 1). The fit quality in terms of data
vs. fit ratios for different multiplicity bins can be followed in Figure 7.18. One
could easily observe a clear improvement of the fit quality going from low to high
multiplicity events.

The fit parameters are represented in a Tfo− < βT > plot in the left panel of
Figure 7.19. The range used for the fit is from 0 to 4 GeV/c. The fitting procedure
is described in [Pop2013]. The results seems to indicate a decrease of the kinetic
freeze-out temperature and an increase of the average expansion velocity with in-
creasing multiplicity. This trend was observed in Au-Au collisions at RHIC energies
and in Pb-Pb at 2.76 TeV at LHC (Figure 7.19, right panel). High multiplicity
events selected as azimuthally isotropic by the transverse Fox-Wolfram moments
have similar values for the kinetic freeze-out temperature and expansion velocity as
observed for ultra-central Pb-Pb events.
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Figure 7.16: Transverse momentum spectra for minimum bias and high multiplic-
ity events in multiplicity bins and sphericity (left panel) and thrust (right panel)
selection for uniform events.
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Figure 7.17: Transverse momentum spectra for minimum bias and high multiplicity
events in multiplicity bins and directivity (left panel) and Fox-Wolfram moments
(right panel) event selection for uniform events.
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Figure 7.18: Fit quality in multiplicity bins plotted as the ratio between the data
and the fit function for the Fox-Wolfram selected events.
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Figure 7.19: Freeze-out temperature vs. mean transverse velocity in Fox-Wolfram
selected events (left panel). On the right panel, the results from balst wave fits of
the Pb-Pb collisions at 2.76 TeV reported by ALICE collaboration [ALICE2013b].

Further investigations using the other global observables for selecting nearly
azimuthal isotropic events and correlations with other type of studies, like small
angle particle correlations, are mandatory in order to clarify the origin of the this
trend observed in p-p collisions, similar with those observed in A-A, which were
successfully explained by phenomenological models incorporating hydrodynamical
expansion.
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Chapter 8

Conclusions and perspectives

Transverse momentum of charged particles emerging from proton-proton collisions
can reveal details on the undergoing dynamics of the deconfined matter created dur-
ing the collisions. Theoretical and experimental arguments towards the hydrody-
namical behaviour of the partonic matter created in p-p collisions at high energies
motivated the present studies and were presented in the second chapter. Multi-
parton interactions followed by multiple partonic rescatterings may create the con-
ditions needed for the hydrodynamical description to be used. Results from various
studies showed a multiplicity scaling suggesting that the energy pumped into the
system is strongly correlated with the multiplicity. Also, there are indications that
the high multiplicity events suffer an expansion before hadronization phase. These
considerations motivated the study of high multiplicity events.

The third chapter of the thesis briefly describes the experimental setup used for
the acquisition of the analyzed data. First, the Large Hadron Collider is presented,
followed by the ALICE experimental setup. The computational framework is also
presented in this chapter.

The fourth chapter is dedicated to the analysis details. The data sample se-
lection is discussed based on the trigger and pileup considerations. The event and
track selection cuts used on the data and the Monte Carlo simulations are further
presented. Two multiplicity estimators are introduced and their performance of
estimating the generated multiplicity is evaluated through simulations. The com-
bined multiplicity reproduces the simulated multiplicity with better accuracy than
the global multiplicity estimator and was used for multiplicity bin selection in this
thesis.

As it was argued in the Chapter 2, dedicated to the theoretical motivation, events
can be labeled as ”soft” and ”hard” based on the momentum transfer between the
interacting partons. The characteristics of these interactions are propagated to the
final hadronic phase observed in the detector. The soft and hard components are
characterized not only by different maximum transverse momentum values, but also
by the azimuthal distribution of the particles. The hard events are less likely to be
azimuthally isotropic since the jets are confined in a narrow region of space. On the
other hand, the soft events should not manifest an anisotropy regarding the particle
emission. In collectivity studies, based on the shape and the mean value of the
transverse momentum spectra, the separation between soft and hard components
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is mandatory. Several approaches found in the literature were investigated. The
adopted strategy was to use several event shape observables due to their capabilities
to characterize the energy distribution in the event. Event shape observables have
been used in high energy physics for the past four decades across three orders of
magnitude in the collision energy. The advantage of the event shape observables is
that they are independent of the collision energy and do not have parameters to be
tuned like in the case of jet finding algorithms.

In this thesis, sphericity, thrust, directivity and modified transverse Fox-Wolfram
moments were selected and used for the event characterization. Their event selection
performance was studied in the fifth chapter using Pythia simulations and also
toy models. The performance of the event shape observables was evaluated using
azimuthal distributions relative to the leading particle of the events and the thrust
axis. Another criterion of evaluation was the capability to reject high momentum
particles without introducing a spectra distortion. Thermal, Boltzmann blast wave
and Tsallis distributions were used in the toy model. Spectra generation process used
parameter values similar to those found in transverse momentum studies in proton-
proton collisions at 7 TeV. The spectra simulated using the Tsallis distribution
showed a good agreement with the experimental results found by ALICE in terms of
mean sphericity, even if the used model is very simple. The selected spectra depend
on the ESO used and on the event multiplicity. For all investigated observables, the
spectra is less biased by the event shape selection toward high multiplicities.

The hard component is usually given by high energy jets. Experimental results
from the ATLAS experiment show that the number of jets that may be present in
an event decreases rapidly. Another toy model, used to evaluate how the jets can be
eliminated from the data sample, by using the event shape observables, was studied
in this thesis. When special requirements are fulfilled, events with three and four
(simplified) jets can be identified as uniform by sphericity, thrust and directivity.
Fox-Wolfram moments eliminate all such events in the used toy model.

Chapter 6 is dedicated to the efficiency and contamination estimation and sys-
tematic uncertainty evaluation. The efficiency was found to be multiplicity depen-
dent when the global multiplicity estimator was used. For the combined multiplicity
estimator, the multiplicity dependence of the efficiency is below 2% for the extreme
bins. Similar results were obtained by using weighting functions based on the re-
constructed multiplicity distribution.

The efficiency was also evaluated using events shape cuts in all the multiplicity
bins. The efficiency is ESO dependent, but almost the same for all the event shape
cuts for the high multiplicity events, at least in the low pT region.

The final spectra were corrected also for the secondary products from weak decays
and interaction with the material evaluated from DCA studies.

Chapter seven presents the obtained results for minimum bias, multiplicity and
multiplicity combined with event shape selection. The pT spectra for charged par-
ticles in p-p collisions at 7 TeV are presented up to 10 GeV/c, as a function of
multiplicity. The multiplicity was estimated on |η| < 0.8, a rather large range of
pseudo-rapidity, excluding in this way any autocorrelation bias. This explains the
different behaviour of < pT > as a function of multiplicity relative to similar studies
made on rather narrow pseudo-rapidity range on which charge particle multiplicity
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was considered. The minimum bias spectra is in good agreement with the results
from another analysis group in ALICE. The < pT > for minimum bias events ob-
tained in this thesis is in very good agreement with the value reported by the CMS
Collaboration.

The multiplicity dependent spectra show a clear shape modification from low to
high multiplicity. Also, in every multiplicity bin, the obtained spectra for all the
event shape cuts show different shapes.

Fits with Boltzmann-Gibbs Blast Wave (BGBW) expression, inspired by hydro-
dynamical models show a χ2 which improves at large multiplicity. The fit quality
and the trend of freeze out temperature - Tfo and β parameters in a two dimen-
sional representation, similar with those obtained for Au+Au collisions at RHIC
(200 A·GeV) and Pb+Pb collisions at LHC (2.76 A·TeV), can be considered as a
signature of transverse flow in p+p collision at 7 TeV in high multiplicity events.

Preliminary results, in terms of pT spectra using event shape selection indicate
that indeed one could enhance the contribution of soft processes. This opens the
perspective of continuing the studies presented in this thesis, aiming for new results
which could unambiguously clarify the existence of deconfinement and subsequent
collective type evolution already in p-p collisions at the LHC energies.

In the upcoming two years of the LHC technical shutdown, some of the ALICE
data will be recalibrated and high statistics Monte Carlo runs will be produced. The
combined multiplicity estimator will be available for LHC10b and LHC10c periods.
These will increase the statistics and will allow better crosschecks on the pile-up
effects and multiplicity efficiency dependence.

The LHC energy will increase after the technical shutdown to 14 TeV. The AL-
ICE experiment will be upgraded in order to cope with higher luminosities. These
changes will allow the usage of the high multiplicity trigger in high luminosity envi-
ronment. Therefore, these studies will investigate with better accuracy more events
close to azimuthal isotropy and higher multiplicity.

More studies must be performed in order to understand if the hydrodynamical
approach can be used in high multiplicity proton-proton collisions. Statistical er-
rors can be reduced if more data is reconstructed including the information on the
combined multiplicity estimator. Also, for the high multiplicity period, full statis-
tics for the Monte Carlo simulations will be useful in evaluating the efficiency using
the anchored runs. Pileup effects, although very low, should be further investigated
using a wider range of the µ parameter. More statistics will allow the analysis to be
performed on even higher multiplicities.

The systematic uncertainty could be better evaluated, for example, by investi-
gating the multiplicity dependence of the tracking efficiency. Also, the efficiency
dependence on the event shape cut used in a given multiplicity bin must be inves-
tigated to see if spurious effects are not introduced by applying these cuts.

More realistic studies must be performed in order to understand the event se-
lection based on the event shape observables. Two particle correlations studies of
the event selection capabilities of the event shape observables must be extended for
more event shape cut values.

Proving what is the mechanism behind the collectivity signals in proton-proton
collisions is a challenge that must be addressed. Solving this problem will reveal

125



Conclusions and perspectives

important insight on the phenomenology within the proton-proton collisions. The
conclusions are extremely important for the interpretation of the heavy ion collisions.
High multiplicity events, selected as azimuthally isotropic, were shown to be the most
probable case to find collective behaviour in proton-proton collisions.
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Appendix A

ALICE coordinate system

Figure A.1: ALICE coordinate system.
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