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MonALISA Framework

MonALISA is a distributed service able to:
collect any type of information from different systems,
analyze this information in near real time,
take automated decisions,
optimize workflows in complex environments.

The system is made of autonomous, self-
describing agents that:

register themselves in global directories,
discover other agents and
cooperate with them to perform monitoring tasks.

Project was started by Caltech and developed in 
collaboration with Politehnica University of 
Bucharest and CERN.
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Fully distributed system with 
no single point of failure
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MonALISA discovery mechanism
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ApMon library

ApMon is a lightweight library of APIs (C, C++, 
Java, Perl, Python) that can be used to send any 
monitoring information to MonALISA services.
Uses UDP packets in XDR format for low footprint 
on application and network traffic.
Provides by default:

system-level monitoring for the host where it runs,
application monitoring and accounting.

In ALICE it is embedded in AliEn services, Job 
Agents and xrdcp processes.
Can also be run in stand-alone mode, making 
cluster monitoring very simple (CAF, GSI, 
Muenster).
http://monalisa.cern.ch/monalisa__Download__ApMon.html

http://monalisa.cern.ch/monalisa__Download__ApMon.html
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Data collection and storage in ALICE

Long History
DB

LCG Tools

 
MonALISA
      @Site

ApMon

AliEn 
Job Agent

ApMon

AliEn 
Job Agent

ApMon

AliEn 
Job Agent

 
MonALISA
      @CERN

 
MonALISA

      LCG Site

ApMon

AliEn 
CE

ApMon

AliEn 
SE

ApMon

Cluster
Monitor

ApMon

AliEn 
TQ

ApMon

AliEn 
Job Agent

ApMon

AliEn 
Job Agent

ApMon

AliEn 
Job Agent

ApMon

AliEn 
CE

ApMon

AliEn 
SE

ApMon

Cluster
Monitor

ApMon

AliEn 
IS

ApMon

AliEn 
Optimizers

ApMon

AliEn 
Brokers

ApMon

MySQL
Servers

ApMon

CastorGrid
Scripts

ApMon

API
Services

MonaLisaMonaLisa
RepositoryRepository

Aggregated Data

rss

vsz

cp
u

tim
e

ru
n

ti
m

e

jo
b

s
lo

ts

fr
ee

sp
ac

e

n
r.

 o
f

fi
le

s

o
p
e
n

file
s

Q
ueu

ed

Job
A
g
en

ts

cpu
ksi2k

jobstatus

d
is

k
u
se

d

p
ro

ce
sse

s

lo
adn

e
t

In
/o

u
t

jobs
status sockets

migrated
mbytes

a
ctiv

e

se
ssio

n
s

M
y
P
ro

x
y

sta
tu

s

Alerts

Actions



8

Data collection and storage in ALICE

MonALISA services and the repository share the 
same storage API:

in-memory buffer of the recent history, continuously 
adjusting its size depending on how much memory 
is allocated to the JVM and how it is used,
persistent storage in a database, PostgreSQL or 
MySQL (PG is embedded in the ML installation kit).

In ALICE persistent storage is disabled for the site 
services, to minimize the impact on the VoBox 
operations:

the default 64MB allocated to JVM usually allow 
keeping ~200K values in memory (2h history on a 
small site / a few minutes on a big site),
memory size can be tuned at instance level.
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Data collection and storage in ALICE

100 MonALISA services publish some 800K unique 
parameters with a total rate of 1KHz.
Out of these ~70K (raw and aggregated) time series are 
stored in the repository DB with a rate of 30Hz.
New series can be defined on the fly, changes to the 
collection filters are applied right away without any service 
restart.
We have accumulated 155GB of monitoring history data for 
more than 2 years of operation, using the following data 
reduction schema:

2 minutes bins for the last 2 months
30 minutes bins for the last 6 months
2.5 hours bins for forever

On average users are calling dynamic charts every 2-5 
seconds.
One machine is handling both the history database and the 
web interface, with very low load (0.4 avg on 24h, 91% CPU 
Idle time).
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Visualization methods

Various types of charts to present history data and the 
current state of the Grid:

interactive map of all the sites,
general interest widgets in every displayed page,
generic charts based on configuration files to present time 
series as history of points, areas or bars, pie/bar/spider 
charts, scatter plots etc,
daily/weekly/monthly reports with resources' usage,
specialized pages for particular purposes:

overview of sites' status,

RAW data registration and analysis requests,

AliEn jobs status and history,

PWGs production requests,

other administrative pages.

Users can dynamically define new charts that display any 
time series in the DB in either history or scatter charts.
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Map view

http://pcalimonitor.cern.ch/

http://pcalimonitor.cern.ch/
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Default history view
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Other views and chart types
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Specialized view: site summary
http://pcalimonitor.cern.ch/siteinfo/

http://pcalimonitor.cern.ch/siteinfo/
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RAW data registration

http://pcalimonitor.cern.ch/DAQ/

http://pcalimonitor.cern.ch/DAQ/
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Administrative pages

Analysis requests

Software 
packages 

management
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Process automation

Two levels of decisions:
local (autonomous),

global (correlations).

Actions triggered by:
values above/below given 
thresholds,

absence/presence of values,

correlations between any 
values.

Possible action types:
alerts (emails/instant msg/atom 
feeds),

running an external command,

automatic charts annotations in 
the repository,

running custom code, like 
securely ordering a ML service 
to (re)start a site service.

ML ML 
RepositoryRepository

ML ServiceML Service

ML ServiceML Service

Actions based onActions based on
global informationglobal information

Actions based onActions based on
local informationlocal information

• Traffic
• Jobs
• Hosts
• Apps

• Temperature
• Humidity
• A/C Power
• …

SensorsSensors Local decisionsLocal decisions Global decisionsGlobal decisions
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Automatic actions in ALICE

ALICE is using the monitoring information to 
automatically:

resubmit error jobs until a target completion percentange 
is reached,
submit new jobs when necessary (watching the task 
queue size for each service account)

production jobs,
RAW data reconstruction jobs, for each pass,

restart site services, whenever tests of VoBox services 
fail but the central services are OK,
send email notifications / add chart annotations when a 
problem was not solved by a restart,
dynamically modify the DNS aliases of central services 
for an efficient load-balancing.

Most of the actions are defined by few lines 
configuration files.
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Automatic job management
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Tools

Subscription-based system to notify system administrators in 
case of problems with various components of the system:

central or site services problems,
failure of storages,
proxies' expiration,
general announcements.

You can opt for either email or RSS feed at: 
http://pcalimonitor.cern.ch/xml.jsp
The same information is available in the Firefox toolbar:

Certificate-/role-based administrative pages for day-to-day 
operations of the Grid (interaction with the site services, 
software packages deployment, job definitions and so on).

http://pcalimonitor.cern.ch/xml.jsp
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Site monitoring

Central ALICE ML repository stores a small portion 
of all the monitoring information only.
Sites can run their own clients that store some 
other portion of the data.
Examples:

CAF, GSI and Muenster use ApMon-based WN 
monitoring sending data to the VoBox ML instance,
NIHAM monitors the cluster with Ganglia but also 
uses the VoBox ML to export the values,
FZK used a simple client to store a few job 
accounting parameters to correlate with local BQ 
accounting.

PANDA also uses AliEn and implicitly ML to monitor 
its Grid.
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Site monitoring
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Summary

Monitoring is vital in a large distributed system, 
especially in high complexity environments such as 
ALICE.
MonALISA provides 24/7 monitoring of all Grid 
components, from RAW data registration and central 
services monitoring to jobs status, resources usage 
accounting and data transfers.
We've moved beyond monitoring by adding automatic 
decisions and end-user interfaces that aim at hiding 
the complexity of the system.
Future plans:

move from current situation where we detect job and 
services failures to analysis of failure causes,
expansion of user-oriented section, more storage-related 
details and extended networking details.
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The End :)

http://pcalimonitor.cern.ch/
http://monalisa.cern.ch/

Questions ?

http://pcalimonitor.cern.ch/
http://monalisa.cern.ch/

	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24

